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Abstract cleaves a substrate molecule [1]. Using these gates,
molecular devices have been created in the labora-
We propose a way of implementing a biomolecular corpory that function as a half-adder [2] and a tic-tac-
puter in the laboratory using deoxyribozyme logic gateése automaton [3]. Furthermore, experiments have
inside a microfluidic reaction chamber. We build upogemonstrated the linking of the output of certain
our previous work, which simulated the operation of deoxyribozyme gates to the input of others, which
deoxyribozyme-based flip-flop and oscillator in a compens the prospect of creating complex logic [4].

tinuous stirred-tank reactor (CSTR). Unfortunately, us- These gates have so far only been used in the lab-
ing these logic gates in a laboratory-size CSTR is P'8ratory in very small quantities, and, quite signifi-
hibitively expensive, because the reagent quantities 2Ehtly, only in closed reactors. This is due to the ex-
too_Iarge. A Qe3|re to reduce the_cost of open—r_egctor $ense that inhibits purchasing large amounts of gate
periments using these gates motivated our decision {0 fgsjecules and the substrates that act as their input.
sign a microfluidic system. For a realistic microfluidic del'Jsing these gates in closed reactor systems has the
sign, the properties of microfluidic flow and mixing hav?najor drawback of limiting them to performing one-
to be taken into account. We describe the differences gyt computations. Previously, we have simulated
tween a macrofluidic system such as the CSTR and a mjy|tiple gate operation in an open, continuous-influx
crofluidic setting. Liquid in a microfluidic setting exhibit tirred tank reactor (CSTR), and have shown designs
laminar flow, and is more difficult to mix than in a CSTR¢g, 4 flip-flop and an oscillator in this setting [5].
We would like to use a rotary mixer, and so we examifi§nfortunately, no such open reactor experiment has
how it operates so that we may properly model it. Wsaan performed, owing to the attendant costs.
discuss the details of our mixer simulation, including our We propose a microfluidic system whereby these
dn‘fusmn modeI‘: we O_I'SCHUSS Why_ havmg discrete phasSBen reactor experiments may actually be performed
of influx/efflux (“charging”) and mixing is necessary, anﬂ_I the laboratory at a modest cost in materials and
how it change§ the klnetlcs of th_e system. \We ther_1 Sh%\%paratus. We analyze and simulate a molecular flip-
the result of simulating both a flip-flop and an oscnlattﬁop and oscillator in a microfluidic setting. The re-
inside our rotary mixing chamber, and discuss the diﬁeéi:tion kinetics of the flip-flop and oscillator in the
ences in results from the CSTR setting. CSTR have already been examined in detail. Our
simulation changes these kinetics by making the in-
1 Introduction flux gnd homogeneity of the sys_tem time-_depen_dt_ent,
varying according to our simulation of a microfluidic
Deoxyribozymes (nucleic acid enzymes) may gixer, which doubles as the reaction chamber.
used as logic gates, which transform input sig- The extremely small volume of a microfluidic
nals, denoted by a high concentration of substrataction chamber (ours is 7.54nL) compared to a
molecules, into output signals, which are represent€éTR (50 mL or more) means that the same or
by product created when the deoxyribozyme gateen substantially greater concentrations of oligonu-



cleotide gates and substrates can be obtained withinds to it, making it inactive. The concentration of
the chamber even with a vastly smaller amount pfoduct in the system is the output signal of the gate,
gate and substrate molecules. This means that thewvglkere a high concentration of product is read as true
pense of an open-reactor experiment (mostly detand a low concentration is read as false (the same is
mined by the amount of substance used—includitmie for high or low input concentrations). Product
the substrates, the products, and the gates) can benelecules fluoresce, while substrate molecules do
duced by several orders of magnitude, and be mau#, so the concentration of product molecules in the
reasonable. The initial cost of building the microflusystem is determined by the level of emitted fluores-
idic system may be large, but the benefit of beirggnce. For thevoT gate example, the concentration
able to run experiments with a very small numberf product in the system becomes high when there
of pricey deoxyribozyme molecules far outweighis no input and becomes low when input molecules
this initial investment. In addition to reducing exare added, as the input molecules deactivate all of
pense and thereby enabling real-life open-reactor éxe gate molecules and product is no longer being
periments, this approach has numerous other atbaved from substrate. This example of theT
vantages unique to a microfluidic system, includrate’s operation depends on its being in an open re-
ing a vast decrease in the time needed to perfoatior, however—if it is in a closed reactor, the prod-
logic operations, the possibility of keeping gates imct concentration can never go from high to low, but
side a chamber (allowing for pre-fabricated chanm an open reactor, product is always being removed
bers, each implementing a certain type of logic), afiwm the system as part of the system’s efflux.
the ability to link reaction chambers together with In order to model the operation of these logic
externally-controlled valves. Linking chambers tayates, we must be well informed of their basic chem-
gether could allow us to create complex networks gl kinetics. The kinetics of thees gate have been
reaction chambers, and channels between chambksoughly examined [5], and we use those results
could even be designed to mimic capillaries conne¢tere. In this examination, it is assumed that the bond-
ing living cells in which computation may be takingng between gate and input molecules is instanta-
placein vivo at some point in the future. In factnheous and complete, since it is known that the cleav-
we consider this microfluidic setting to be the provage and separation of the substrate molecules into
ing ground for deoxyribozyme logic gate circuits foproduct molecules is the slowest of the reactions, and
medical applications. thus is the rate-limiting process. The rate at which
product is produced by a gate%$ = BSG, where
) ) ) P is the product concentratiof, is the reaction rate
2 The Chemical Kinetics of Deoxy- constantSis the substrate concentration, a@gd is
ribozyme Gate Networks the concentration of active gates. It has been empir-
ically determined that the reaction rate constant for
The four chemical components present in our reabeYES gate is approximatel =5-10"' nM~1s 1,
tor are inputs, gates, substrates, and products. Aiiis value will be assumed as the reaction rate for all
of these components are oligonucleotides. The gatie®xyribozyme gates mentioned herein.
are deoxyribozyme molecules, and under certain in-The chemical kinetics of an entire system of gates,
put conditions they are active [1]. When a gate bsubstrates, inputs, and products in an open, microflu-
comes active, it cleaves substrate molecules to cregie reactor can be modeled with a set of coupled dif-
product molecules. In more technical terms, the eferential equations. An example is the case of the
zymatic (active) gate is a phosphodiesterase: it ciiverter, orNOT gate, where the set of equations is:
alyzes an oligonucleotide cleavage reaction. Input
. : ) dG  G™(T)—E(T)G(T)
molecules can either activate or deactivate a gate. P S vV E—
The effect that a particular type of input molecule
o ’ . : dil I™T)—E(T)I(T)
has on a gate defines its function. For instance, a sim- T v
ple inverter, omoOT gate, will be active, and cleave

substrate to produce product, until an input molecule % = BH(T)S(T)max0,G(T) — I(T)) — E(MP)

\%




9S _ ST _ gy (1)) max(0, G(T) — 1(T)) — E(T\)/S(T) chambers is different from the flow in a large-scale

aT ~ v -

system because of the very small volumes involved.
Namely, the flow is laminar, i.e., there is no turbu-
lence (the Reynolds number of the flowing liquids
i . is typically well below 100). This presents a pecu-
the reactori(T) is the rate of volume effluf3 is the liar challenge: two fluids flowing side by side in a

reaction rate constant, amtiT) is a number repre- . .. . e
. ) . microfluidic channel do not mix except by diffusion,
senting the volume fraction of the reaction chamber . . .
. . . Which is a very slow process, but the fluid already
that is homogeneous at tinfe The influx and efflux . ) . . .
. in an open reaction chamber must mix quickly with
of the reactor are time-dependent, because the reac-

L o -new fluid flowing into the chamber, which contains
tor must close off its input and output periodically in

o . ) new supplies of substrates, inputs, and gates, to allow
order to mix its contentsv(de infra). The variable Pp P g

H(T) is needed because in a microfiuidic system vw;e reaction to continue. This necessitates the use of
Y an active microfluidic mixer for our reaction cham-
cannot assume that the contents of the reactor arebal— o .
. . her, to speed up the mixing of the fluids greatly over
ways perfectly mixed. New substrate that comes mﬁo rmal mixing by diffusion
the sys.tem during thg period of inf.lux must be mixeque have chosen a microfluidic rotary pump to act
before it may react with the gates in the system. Thells our open reaction chamber [6]. This device is an
allows for separate influx streams for new gates ana. : - . Lo
. active mixer, mixing the solution within it by pump-
for substrates and input molecules. It also allows f%r it in a circular loon. The desian of the device is
the possibility that new gates never enter or leave t g L p- T g .
7 shown in Figure 1. It consists of a bottom layer with
sys.tem atall;instead, they.could be attached to be"ﬁu?? channels, and a top layer with pneumatic actu-
which cannot escape semi-permeable membranegt%n channels. Both layers are fabricated with mul-
the entrances and exits to the chamber. In either e . . .
. : ilayer soft lithography [7]. One input channel in the
only that portion of the total substrate in the chambgr . . :
ottom layer is used for substrate and input influx,

that has been mixed with the solution containing thenile the other channel is used for gate influx—this

i W
?hegisomgy rea_ct. The specifics of how the efflux adr%gparation is to keep the substrate and gates from re-
geneity of the system are calculated are dis:. .
cussed in the next two sections. acting before 'Fhey havg entered the reaction chamber.
The pneumatic actuation channels on the top layer
form microvalves wherever they intersect with the
3  Microfluidics fluid channels on the bottom layer. A valve is closed
when an air channel is pressurized and open when
In order to simulate an open microfluidic reactioit is not. The actual reaction chamber is the cen-
system, we must first analyze the properties of suichl loop in the diagram. Actuating the valves around
a system. First, and most obviously, the size oftlae perimeter of the loop in a certain sequence peri-
microfluidic reaction chamber is dramatically smadétaltically pumps the fluid inside either clockwise or
compared to the size of a more conventional open oaunterclockwise. The frequency of actuation con-
action chamber, such as a CSTR. The volume of ttnels the speed at which the fluid rotates.
smallest CSTR that can be readily assembled is orContinuous-flow mixing is possible with this re-
the order of 50 mL (our previous work used 500 mLgction chamber [6], but it is not feasible for our pur-
while the volume of a microfluidic reaction chambeposes for two reasons. The firstis that the mixer does
is often on the order of 5 nL—a difference of sevemot completely mix objects with relatively low dif-
orders of magnitude. The reaction chamber we chdssion constants, such as very large molecules and
for our simulation has a volume of 7.54 nL. This ver§ um beads, when the flow is continuous. An exper-
small volume allows us to have very high concentranent was performed [6] in which there was a con-
tions of gate, substrate, input, and product moleculésuous flow through the mixer of one solution con-
while keeping the actual number of molecules in thaining dye and another solution containing beads.
system low. The two solutions entered the mixer side by side in
Fluid flow in microfluidic channels and reactiorthe entrance channel, flowing laminarly. In the fluid

wherel™, G™, andS" are the rates of molar influx of
the respective chemical speci&sjs the volume of



exiting the mixer, the dye was completely mixedts operation in our micro-system simulation. The
but only one quarter of the beads had crossed oparabolic flow profile present in microfluidic chan-
to the other side of the fluid channel. Even if sufiels (the fluid in the middle moves much faster than
ficient mixing of oligonucleotide molecules of thehe fluid on the very edge, which is stationary) causes
size we currently use could be achieved by usingrderface elongation, which, combined with the shal-
low flow rate or widening and lengthening the mixdow channel depth, causes the mixing substances to
loop, this is not conducive to the possibility of attacteld around one another [6]. Where once the two flu-
ing gates to beads, so that they may be kept alwaysda being mixed were completely separated, one in
the chamber by using semi-permeable membranese half of the chamber and the other in the other
The second problem is that the flow rate required fbalf, after sufficient mixing time the width of the
continuous-flow operation would have to be unreahannel holds many alternating sections (“folds”) of
sonably low, in order to allow the gates involved tthe two fluids. The two fluids still mix via diffusion,
produce product molecules faster than they are tex folding them around each other greatly reduces
moved from the system. Therefore, our model of tliee distance across which molecules from one fluid
rotary mixing chamber uses two discrete, alternatimgust diffuse into the other.

phases: an influx and efflux, or “charging” phase, We can think of a substance as being completely
during which the valves at the chamber entrance amoimogeneous in the chamber when enough of that
exit are open and the rotary pump is not operatingybstance has diffused, from the fluid it was in orig-
and a mixing phase, during which the valves at thweally, across a characteristic distarigavhich is the
entrance and exit of the chamber are closed and taghest the substance must penetrate into the second
pump is operating. fluid. Initially, we havelg = rg, whererg is half the
width of the channel that forms the mixing chamber.
This is because we can assume that initially, when
there is perhaps one fold in the chamber, the two lig-
uids are side by side, with one liquid filling up half of

the channel and the other filling up the other half. In
order for a substance to be completely mixed in this
situation, it must diffuse from its liquid all the way

across half the width of the channel, until it reaches
the far edge of the second solution at the chamber’s
wall. As the mixer continues running, however, the
i chammel Jomer vl characteristic distance over which the fluids must dif-
‘ e air channel (upper level) fuse to mix is reduced proportionally to the number
substrate, input, and product efflux of rotations, because of the quUidS’ fOIdlng around
each other. Specifically, we halve-1/kt, wherek is
Figure 1. The rotary mixer. The air channels form constant coefficient determined by the total length
microvalves wherever they intersect with the fluigf the loop and the pumping speed [6].
channels. Knowing how the maximum characteristic diffu-
sion distance changes over time, it is possible to
model the mixing of the system using a diffusion
equation. We use an equation which models diffu-
4 Mixing and Diffusion sion of a substance in a fluid that is extended in all
dimensions, where the substance is initially confined
Through a combination of factors, the rotary pumfn one dimension in the regionh < x < +h. The
ing in the mixing chamber greatly increases mixegions from—hto —oo and from+h to 4 contain
ing speed compared to spontaneous diffusion. Tihéid with zero initial concentration of the diffusing
time it takes to mix fluids is not negligible, howeversubstance. The substance is free to diffuse in either
and so we must examine how it works, and modeirection—solutions may be found for negative and

substrate & input influx gate influx




positive values ok. The equation is: tions are 9772% the same whek= 2. We do not
attempt to get the concentrations to be 100% equiv-
alent, because we realize that the diffusion equation
becomes less accurate at the boundary condition at
whereC(x,t) is the concentration of the diffusingthe end of the mixing process, since it assumes that
substance at locatianand timet, Cy is the concen- the fluid extends infinitely and substance does not
tration initially within the region—h < x < +h, D diffuse completely during the duration of the experi-
is the diffusion constant of the diffusing substancg}ent. Also, it is much safer for our purposes to un-
and erf is the standard mathematical error functiél§restimatek than overestimate it, as an underesti-
(erfz = %Tfozexp(—nz)dn) [8]. Because the lig- Mate leads to s!owgr mixing, WhICh.haS the potential
uids are folding around each other, bdthwhich to disrupt the kinetics of our chemical system. We
bounds the fluid the substance must diffuse out énall see, however, that it does not disrupt it enough
and the farthest distance= h-+1 to which it must [© cause the logic that the gates perform to break
diffuse, are time-dependent. We already know tH3@Wn- _

| = lo/kt, and, since we shall assume that the two USing our value ok = 2, and the equations for
fluids have equal-size folds at any given titeve the characteristic length of diffusion and the con-
know thath = 1. centration of a diffusing substance at tirheand
position x, we can simulate the mixing chamber.
There are no beads involved in our experiments;
rather, we are only mixing fluids with gate, sub-
strate, and input molecules. So, in accordance with

x—h x+h}

1
Cxt)== erf +erf——
0 ZCO{ 2¢/Dt 2¢/Dt

A B A B the length of our oligonucleotide strands, we use

| | the diffusion constant for a DNA 50-mer, which is

@ X @ 1.8-10 "cm?s L, in our mixing simulation. The

| | mixing affects the differential equations describing
lo the kinetics of the chemical system within the cham-

ber by way ofH(T), which is a function of time
Figure 2: Folds in a section of the mixer channel.(see Section 2). This function returns the fraction of
the reaction chamber which is mixed. As noted ear-
lier, during an experiment the rotary mixer alternates
The only problem with using these equations &pending time in a charging phase, where there is
model our rotary mixer is that we do not know whadn influx of new substrate, input, and gate molecules
the constank is in the equation for the length of dif-and an efflux of homogeneous solution, and a mixing
fusionl. We do know, however, from empirical evphase, where the influx and efflux valves are closed
idence [6], that at a certain pumping speed it takaad the rotary pump is turned on.
30 seconds to completely mix a solution containing
dye with a solution containingidm beads. We can
use this fact to estimate by noting the value ok 5 A Flip-Flop
for which the concentration of diffusing beads at the
maximum mixing distancé is approximately equalNow that we can model the microfluidic mixing
to the concentration of beads in the middle of trehamber, we must implement interesting logic in it
fluid containing them originally (ak = 0) at time using networks of deoxyribozyme-based logic gates.
t = 30s. Conservatively, we choose to focus on tl8nce we are using an open system, we can create cir-
beads for determining when the fluids are completatyits which have persistent information that can be
mixed because they have a diffusion constant thatiscessed and changed over time. The simplest such
much lower than the dye, and thus they diffuse mudigital circuit is theflip-flop. A flip-flop is a bistable
more slowly. The diffusion constant of the beads &/stem which represents a single bit of memory. It
D =25-10%cm?s 1. We find that the concentra-can be commanded tset or reset this bit, which



causes it to enter its high or low stable state, respatthe system, we will stay at whatever state we were
tively, or to simply store, ohold, the bit in memory, at previously, because whichever gate was originally
in which case it stays in the state that it was last g@bducing more product than the other will inhibit
or reset to. the operation of the other gate, and will itself become
less inhibited as a result, and thus eventually will be-
come the only operating gate—this corresponds to
Gy the hold state. This operation requires that the con-
centrations of the gates are equal, for symmetry, and
also that the efflux of the system is not greater than
the rate at which the gates can produce product, so
Pl/ product is not being removed faster than it is being
created.
P, The details of this bistable flip-flop system in
a CSTR were examined thoroughly in previous
work [5]. In the case of implementing this gate net-
work in a microfluidic rotary mixer, we first define
Figure 3: The flip-flop reaction network. SN(T) and S(T) to be the variablemolecular in-
flux of the substrates at time, with which the flip-

We simulated the operation of a biochemical fligtop is controlled. The variable molecular influx of
flop within our modeled microfluidic mixing cham-gate molecules, which enter the reactor in a sepa-
ber. The flip-flop was implemented as a networkate stream from the substrate and input molecules,
shown in Figure 3, of two deoxyribozyme-basedt is given byG](T) andGJ(T). The rate of efflux is
gates connected in a cycle of inhibition [5]. In thigiven by E(T), and is time-dependent, because the
system there is no influx of input molecules, only afystem only has influx and efflux during its charg-
substrate molecules. We use the substrate molecugsphase, and not during its mixing phase. We de-
themselves to control the behavior of the flip-flofine G1(T), G2(T), Pi(T), P(T), Si(T), andS(T)

A high concentration of substrat® signifies a set to be the concentrations within the reactor at time
command; a high concentration of substr8iesig- of gate 1, gate 2, product 1, product 2, substrate 1,
nifies a reset command; and a high concentrationasfd substrate 2, respectively. We can now represent
both substrates is used as the hold command. The dynamics of the flip-flop system with a set of six
first gate,G1, can only cleave substra, and pro- coupled differential equations:

S

duces producP;. The productP;, in turn, acts as G, _ GN(T) -E(T)Gy(T)
the input molecule for the secomedT gate, Gy, in- d‘” . 7:T -
hibiting its operation. When there is little or i, %:M
the second gaté; is active, and it cleaves substrate 9B ()5 (T) a0, G 7)o (7)) - EACT)
S to produce producP,, which acts to inhibit the o e R
operation of the first gate3;. We measure output qr — PRSTImax0.Go(M) = A1) = =27

from the flip-flop in terms of the concentration of
the cleaved produd®, with high or low concentra-
tions corresponding to a logical one or zero, respec-
tively. It is apparent that the commands of set, reset,
and hold we mentioned earlier will perform correctlyhere 3, and 3, are the reaction rate constants,
with this inhibition cycle, with certain parameters. Ifs the volume of the reactor, artdi(T) is the frac-
only substrates, is present in the system, only prodtion of the substrate molecules in the chamber which
uct P, and noP, will be produced—this correspondsave been mixed (these are the only ones available to
to the reset command. If onlg, is in the system, react).

only productP, will be produced—this corresponds In order to achieve flip-flop behavior with this sys-
to the set command. However, if bota andS, are tem, we must find appropriate values for the system’s

.

98 _ I pm)s (1) man0,64(T) — ) - EDAT
i

9% _ Z D _ poh(1)5,(T)max(0.G,() —py 1)) - ED2T)



efflux, the mixing rate, and the time spent by the sysver three hours), less than two tenths of a nanomole
tem in its mixing phase and charging phase. We i substrate is used.

our mixer’s high efflux at 2nLs. During the
charging phase, the mixer has this high efflux valug,
while during the mixing phase, the efflux is 0. Th

influx of the mixer is the same as the efflux, to mair?f-We increase the number of enzymatioT gates in

tain constar_n_ volume. W(? fix the mixing rate baseochr microfluidic reaction chamber to any odd number
on our em_plrlcally determined yqlue for the consta Peater than one, we can create a biochemical oscil-
k, which directly controls the mixing speed by dete ator. We will focus on a network of threeoT gates

mining the number of folds the mixer produces in Ar simplicity. The three gates are, as before, con-
given amount of time. This value could be signifi- ’ )

v adi di lity. desimply d q h nected in a cycle of inhibition. We require three dif-
cantly adjusted In reality, assimply depends on t Cterent substrates, one matching each gate. Each gate

length of the mixing channel and the speed of tl&"Feaves its substrate into a unique product which in-

Su:npln.g; gt:r \l/JaIue ok :I.Z tr'efleclts WC\?:hV\;E ha;?hibits one other gate. Gatg; cleaves substrats;
etermined to be one realistic vajue. Wi €e produce producP;, which acts as input to gate

and mi_xing rate ﬁxed, th_e only_variable a_lff_ecting th&.% inhibiting it, while gateG, cleavesS, to pro-
operation of the flip-flop is the time the mixing Chamc'lucePz, which inhibits gateGs, and finally gateGs

b_er spen.d.s in its chgrging and mixing phases. W@aves the substrafg to producePs, which inhibits
find empirically that it works very well to spend 15 teGy. As before, there will be one input stream

seconds in the charging phase and 15 seconds in \fch is a mixed solution containing the three types

mixing phase. of substrate molecules, and another stream contain-

with these param_eters,_ Figure 4 shows the s,yStg‘}H fresh gate molecules. The output of the system
of equations numerically m_tegrated over a period ill be a solution containing only substrate and prod-
1.2-10*s. The concentration of each type of gatl?ct molecules

molecule in the chamber was held steady at 130 nM,We defineGy(T), Ga(T), Ga(T), Si(T), Su(T),

with the molecular influx of gates always matchings(.r) Py(T), Po(T), and Py(T) to be the concen-
the efflux of gates. We move the system from_ S¢fations within the reactor at tim& of the gates,

to hold, to reset at.8-10%s intervals. The rap'd'substrates and products. We def®&(T), G(T)
shallow oscillations in product concentration are dl@n(.r) gln(’.l.) SI(T) anc.ig‘(T) to be th'e rznole;:-
to_the alternating, discre_te sections of charging a[]f%r im: ux raté of eac;h species which is replenished
mixing the system experiences. during the charging phase. We may describe the sys-

h Figure ZShOWS the ﬂiijp S.WitChin_g betwee[b?] dynamics with the following nine coupled dif-
the set and reset commands at its maximum rategQf, iz equations:

speed. This rate was determined in our simulation

An Oscillator

dG _ GI'(T)—E(M)G1(T)

to be about 900 seconds given to each command. T v

This is over 65 times faster than simulations showed dG, _ GJ(T)—E(T)G,(T)

the flip-flop’s maximum switching rate to be in the dd; G?(T)l(T)GS(T)
CSTR. We should also note that the concentration @ v

of substrate within the reaction chamber is a factor 9B (T (T)me0,Gy(T) Py — ECPAT)
of 10 higher than in the CSTR simulation. Because o R
the volume of our mixing chamber is over 7 orders a7 ~PHMSMM0.6M)-AM) - =y
of magnitude smaller than the volume of the CSTR, 8B B3 (T)53(T) max(0,Gy(T) — Ry(T) — ELr(T)

however, and our flow rate is 5 orders of magnitude

ds _ (M) _ _EMs(M)
lower, the total number of moles of substrate used  dr — v~ PHOSOMOEM =AM ==y
in the microfluidic simulation is vastly lower than in 49 @,,;szsz(T)max(o.Gz(n7p1<T>),w
the CSTR simulation. In fact, the molecular influx
: : - 1 9% _ FM g 1)55(T)max0,65(T) — Ry(r)) - EDSM
of a high substrate signal is only abou29 fmol s -. T v v

Thus, in the span of a2 x 10* s experiment (a little
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where, B2, and B3 are the reaction rate constantfflux rate and reactor homogeneity to be constant in
V is the volume of the reactoE(T) is the time- order to use the same approximations that worked in
dependent volumetric efflux, artd(T) is the frac- the CSTR setting. Another, more instrumental rea-
tion of the reaction chamber which is homogeneoaen stems from the fact that reactions happen much
attimeT. more quickly in our microfluidic system, since we
The conditions under which the oscillator will oshave a much higher concentration of reagents. This
cillate ina CSTR have been examined previously [fJauses the nonlinear terms that are not taken into ac-
To simplify things, this examination assumed that tl®unt in the linear approximations to become much
concentration of substrate molecules in the chamlmsore prominent. More analysis is required to find a
was constant, because, although these concentratimase accurate way to specify the period and center
do oscillate, they are always much higher than tloour oscillations.
oscillating concentrations of the products. Using this
assumption, linear approximations can be made to
explicitly solve the differential equations for the os/ Related Work
cillating product concentrations. These approxima-
tions give us a way to specify the center and periddicrofluidics has previously been proposed as a
of the oscillations by setting an appropriate influx dgboratory implementation technique for automat-
substrate molecules and an appropriate concentraiitth DNA-based combinatorial computation algo-
of gates. Our circumstances differ from the CSTRhms [9-11]. McCaskill and van Noort have solved
in that the efflux alternates between off and on, atftle maximum clique graph problem for a 6-node
the system is almost never completely homogeneog@gaph in the lab using microfluidic networks and
We recognize that the system is never less than 78A [12-14]. Their approach uses DNA not as an
homogeneous at any given time, however, and so i€idzyme but as an easily selectable carrier of informa-
reasonable to assume constant, complete homogdi®- (using Watson-Crick base pair matching). The
ity, and constant efflux, in order to use the approm:omputational network which solves the maximum
mation from our previous work as a starting point fatique problem requires a large number of micro-
specifying the period and center of the oscillator. channels, proportional to the number of gates in the
We set the efflux rate for the charging cycle equaystem, which grows as the number of graph nodes
to the rate we used for the flip-flop,.J2 nLst. squared. Our approach, in contrast, may allow one to
We use the same period (15 seconds in the chafgplement complex logic, performed with multiple
ing phase and 15 seconds in the mixing phase) whiypes of gates, inputs, and products, in a single reac-
worked well for the flip-flop. Based on the efflution chamber, in addition to allowing the possibility
rate, we use the linear approximations derived frodf linking several chambers together. Recently, van
the CSTR simulation research to calculate an d$oort and McCaskill have discussed systematic flow
timate for the gate concentration and substrate [pattern solutions in support of microfluidic network
flux needed for oscillations of period 250 seconddesign [15]; it remains to be seen if these techniques
centered at uM. We find we should keep each ofan be extended to handle designs such as ours.
the gate concentrations steady at 1500 nM, while theOther work shows that it is even possible to use
molecular influx for each substrate should be setnagcrofluidics for computational purposes as a purely
7.29x 10°%nMst. Figure 6 shows the results ofnechanical substrate, i.e., without chemical reac-
integration over a 5000 second period with these itions [16—18]. That fluidics can be used thus has
tial values. We can see that the actual period is 486en known for a long time [19], but microfluidics
seconds, and the actual center is closeBquM. The for the first time offers the potential for building rel-
linear approximations were off by about 20% in thatively complex devices [20-22].
CSTR simulation; in our simulation, the period es- Microfluidic mixing is a difficult problem. While
timation is just over half the actual period, and thee have opted for the rotary mixing chamber design
center estimation is off by about 50%. There are tvas one for which modeling the kinetics of mixing
reasons for this. One is the fact that we assumed @iwithin reach, other designs have been proposed;



3000
2500
2000
1500
1000

500

product 1 (nM)

=]

1000 2000 3000
time (s)

3000

4000

5000

2500
2000
1500
1000

500

product 2 (nM)

0 1000 2000 3000

time (s)

3000

4000

5000

2500
2000
1500
1000

substrate 1 (nM)

substrate 2 (nM)

70000
60000
50000
40000
30000
20000
10000

0

70000
60000
50000
40000
30000
20000
10000

0

70000
60000
50000
40000
30000
20000

?

T
I

=)

1000 2000 3000 4000 5000

time (s)

W

T
I

o

1000 2000 3000 4000 5000

time (s)

?

product 3 (nM)
substrate 3 (nM)

500 1 10000
0 | | | | 0

0 1000 2000 3000 4000 5000

T
I

o

1000 2000 3000 4000 5000

time (s) time (s)

Figure 6: The oscillator system operating with a period df 4&nd a center of. 3 M.

droplet-based mixing [23-25] is especially attra®ur simulations of a flip-flop and an oscillator in
tive [26]. Analysis of mixing remains a challengsuch a setting show that useful microfluidic experi-
ing problem [27, 28]. Related to mixing, or achievments could be conducted in mere hours, rather than
ing uniform concentration, is the problem of achiexhe days or weeks it would take to see results in a
ing particular spatiotemporally nonuniform concenarge, continuous-flow stirred tank reactor. Perhaps
trations [29-31]. most significantly, the extremely small volume of

Numerous oscillatory chemical and biochemical microfluidic reactor means that a three-hour ex-
processes have been reported in the past decagegment could cost less than $50 in reagents, even
starting with the famous Belousov-Zhabotinsky réhough deoxyribozyme-based gates and the oligonu-
action [32-35], via studies of hypothetical systengdeotide substrates and inputs which they react with
of coupled chemical reactions (some even intendean cost as much as $40 per nanomole. The materials
as computational devices) [36—44], to the recent &sst for the flip-flop experiment can thus be around
markable demonstration by Elowitz and Leibler of &1,000; the cost of microfluidic chip fabrication is
gene transcription oscillatory network [45]. estimated at $20,000 [S. Han, personal communica-
tion], assuming an existing facility.

Our microfluidic reaction chambers are also very
conducive to being networked together, with con-
trol logic outside the system operating valves on the
Networks of deoxyribozyme-based logic gates cahannels connecting them. We will investigate the
function correctly in a microfluidic environmentpossibility of attaching gate molecules to beads, and
This is the first feasible setting in which open-reactéeeping them within a chamber by placing semi-
experiments using these gates may be conductegh@mmeable membranes at the chamber entrances and
the laboratory. The immediate and obvious advaexits. With such a system, we could keep discrete
tage of this approach, compared to using a largactions of logic separate from each other when de-
open reactor, is a massive savings of cost and timged, and redirect outputs and inputs selectively.

8 Conclusions



This may be especially useful if certain types of gatefg)
whose logic we wish to connect actually conflict un-
desirably with each other if they are placed in the
same chamber (by partially binding to each otherd8
input or substrate molecules, for example). We be-
lieve that using microfluidic rotary mixing chambers9]
to implement complex logic with deoxyribozyme-
based gates in actual laboratory experiments is the
first step toward completely understanding their po-
tential, and eventually even deploying them in situa—o]
tions as complex as living cells.

[11]
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