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ABSTRACT
As high-performance computing (HPC) systems become larger and more complex, fault tolerance becomes a greater concern. At the same time, the data volume collected to help in understanding and mitigating hardware and software faults and failures also becomes prohibitively large. We argue that the HPC community must adopt more systematic approaches to system event logging as opposed to the current, ad hoc, strategies based on practitioner intuition and experience. Specifically, we show that event correlation and prediction can increase our understanding of fault behavior and can be critical components of effective fault tolerance strategies. While event correlation and prediction have been used in HPC contexts, we offer new insights about their potential capabilities. Using event logs from the computer failure data repository (cfdr) (1) we use cross and partial correlations to observe conditional correlations in HPC event data; (2) we use information theory to understand the fundamental predictive power of HPC failure data; (3) we study neural networks for failure prediction; and (4) finally, we use principal component analysis to understand how much dimensionality reduction can apply to HPC event data. This work results in the following insights that significantly reduce HPC event data without loss of relevant information.

1. INTRODUCTION
High-performance computing (HPC) systems, including clusters and supercomputers, have become critical infrastructures for computational science and engineering research and in many commercial enterprises. As such systems become larger and more complex, fault and failure management becomes increasingly important. For tightly-coupled and loosely-coupled resource-intensive applications, unmitigated failures can reduce resource availability and lead to low application performance.

Understanding machine fault and failure behavior is key to the development of effective fault tolerance strategies for HPC systems. Researchers have applied statistical approaches in HPC contexts to help with this understanding. For instance, information theory and event correlation have been used for root cause analysis [11, 12, 10] and to inform failure prediction [13, 3, 5]. Additionally, support vector machines, neural networks and other probabilistic models have been used for failure event predictions [3, 9, 13, 4]. However, none of this research is employed in state-of-the-art system monitoring infrastructures. All aspects of current system monitoring practices employ ad hoc strategies based on practitioner expertise and intuition. Without trivializing the value of system administration experience, we argue that as HPC systems get larger and potential monitor data volumes become prohibitively large, we need a systematic, principled approach to HPC system monitoring: we should leverage the wide array of current and emerging statistical and data mining techniques to determine both the space (which resources/events) and time (sampling resolution) attributes of HPC resource monitoring systems.

The fundamental challenge is that complex dependencies amongst HPC system events make event log analysis a non-trivial task. In this work, we explore the usefulness of well-known data analysis techniques (that have been applied successfully in other domains) for HPC system event analysis. Our goal is not (yet) to discover new generalizable insights or insights about specific systems, but to demonstrate that such techniques can be used to obtain such insights in the future.

Accordingly, using event logs from the computer failure data repository (cfdr) [1] in addition to event cross-correlations, here (1) we use partial correlations to observe statistical significance and conditional correlations in HPC event data; (2) motivated by our partial correlation results, we use principal component analysis to understand how much dimensionality reduction can apply to HPC event data; (3) we use information theory to understand the fundamental predictive power of failure event data; and (4) finally, we use a failure event prediction case study to demonstrate the impact of our information theoretic analysis.
We offer the following novel contributions:

- a demonstration that for HPC systems direct correlation used in isolation can suggest false interactions between event time series;
- an approach for reducing the volume of event data that are collected and maintained without reducing the effectiveness of that data;
- a principled approach for understanding the limits of HPC event prediction capabilities; and
- an HPC failure event prediction case study that relies solely on failure event history.

In addition to identifying candidate data analysis methods with high impact potential for HPC event data collection, analysis and prediction, we believe that these contributions may have several broader impacts: (1) they suggest that conditional correlations may be very apparent amongst such data and should be accounted for; (2) dimensionality reduction may be a useful approach to consider for dramatically reducing the impact of event data collection on computation, communication and storage resources; (3) HPC failure prediction approaches may need to consider only small windows of failure event histories and, in fact, considering extraneous data may have negative effects; and (4) probabilistic methods may be better suited for analysis and prediction of HPC events. We believe this is the first work in HPC systems research to show the potential relevance of the statistical significance of apparent correlations and the irrelevance of conditional event correlations as well as the first work to suggest the theoretical predictive potential of HPC failure event data.

The organization of the rest of this paper is as follows: next (Section 2), we describe the data set and the data analysis methods we use in this study. Then, we describe our methodology for applying these methods to our data set, present the results of these applications and discuss the contributions and impacts of these results (Section 3). We then review related works in HPC event analysis (Section 4) after which we conclude with a summary of our main findings and the opportunities they open for future research.

2. BACKGROUND

We survey several well-known statistical techniques including cross and partial correlations, principal component analysis, information theory for temporal information content. The choice of these methods is informed by their simplicity and the ability to apply them to large amount of raw data with only an automated preprocessing step and minimum administrative effort. In Section 3, we demonstrate the potential these techniques have for HPC resource monitoring.

2.1 Cross and Partial Correlations

Cross and partial correlations are used to analyze direct and conditional correlations between multiple variables. A pairwise cross-correlation characterizes a direct linear correlation between multiple variables at different time lags. Partial correlation is a complementary technique that measures the conditional correlation between two variables controlling for all the other variables. Using the direct and the conditional correlation, one can distinguish direct and indirect interactions between multiple variables in a system.

2.1.1 Cross-correlations

We compute the correlation between two time series $X$ and $Y$, with means $\mu_X$ and $\mu_Y$ and standard deviations $\sigma_X$ and $\sigma_Y$, using Pearson’s correlation coefficient:

$$\rho(X, Y) = \frac{\langle (X - \mu_X)(Y - \mu_Y) \rangle}{\sigma_X \sigma_Y}, \quad (1)$$

where $\langle \cdot \rangle$ is the expectation operator. From the equation we see that $-1 \leq \rho(X, Y) \leq 1$, where a correlation of 1 means perfect correlation; the values of the time series change in the same direction, with the same magnitude. A correlation of $-1$ means perfect inverse correlation; values of the time series change in opposite direction, with the same magnitude [6, 7].

With lag, $\tau$, between the time series, the calculation is:

$$\rho(X, Y, \tau) = \frac{\langle (X(t) - \mu_X)(Y(t + \tau) - \mu_Y) \rangle}{\sigma_X \sigma_Y}, \quad (2)$$

This lets us measure the correlation between two events in time. To simplify the notation, we use $\rho_{i,j}(\tau)$ to denote the correlation between variables $X_i$ and $X_j$ at lag $\tau$. The answer to the optimization:

$$\tau_{i,j}^* = \arg \max_{\tau} \rho_{i,j}(\tau) \quad (3)$$

gives the time lag with the strongest correlation between variables $X_i$ and $X_j$.

2.1.2 Partial Correlations

Cross-correlations observe the direct correlations between $X$ and $Y$. However, this correlation may only be due to correlation of $X$ and $Y$ with other variables. Partial correlations [6, 7], measure conditional correlations, that is, the correlation between two variables controlling for all the other variables. Partial correlation is useful for root-cause analysis and to filter out spurious statistical correlations.

Using the correlation matrix $C(\tau) = [\rho_{i,j}(\tau)]$, we can calculate partial correlations that measure conditional correlations. Let $\tilde{C}(\tau) = [\tilde{\rho}_{i,j}(\tau)]$ be the inverse correlation matrix. The partial correlation matrix is calculated as follows: $\tilde{C}(\tau) = [\tilde{\rho}_{i,j}(\tau)]$, where $\tilde{\rho}_{i,j}(\tau)$ is given by:

$$\tilde{\rho}_{i,j}(\tau) = \frac{-\rho_{i,j}(\tau)}{\sqrt{\tilde{\rho}_{i,i}(\tau) \tilde{\rho}_{j,j}(\tau)}}. \quad (4)$$

2.1.3 Correlation Motifs

Direct and partial correlations can help identify three different structural variable correlation motifs as shown in Figure 1: (a) direct correlation ; (b) partial correlation and (c) both direct and partial correlations.

Figure 1: Correlations: (a) $X_1$ is directly correlated to $X_2$. (b) $X_1$ and $X_2$ are only partially correlated via $X_3$. (c) $X_1$ and $X_2$ are partially correlated via $X_3$ and also directly correlated.
2.2 Principal Component Analysis

Principal component analysis (PCA) is used to analyze variations in multivariate datasets [2]. PCA transforms a dataset by describing each data point by its variations along its different dimensions. The transformed data are an uncorrelated multivariate datasets: that is, different dimensions are uncorrelated. PCA can be used to sort the data dimensions by total variation and, thus, is used commonly in machine learning for dimensionality reduction in large datasets.

PCA is carried out by calculating the covariance matrix of the data $\mathbf{D}$, its eigenvectors $\mathbf{V} = [v_1 \ldots v_n]$ and its eigenvalues $\lambda = [\lambda_1, \ldots, \lambda_n]^T$. The transformed data can be calculated using $\mathbf{X'} = \mathbf{V} \cdot \mathbf{X}$, where $\mathbf{X}$ is the original dataset whose columns are different dimensions of the data. The magnitudes of eigenvalues correspond to how much of the total variance is explained by the corresponding column in $\mathbf{X'}$. We calculate the percentage of variation explained by the $i$th principal component as follows: $100 \frac{\lambda_i}{\sum_j \lambda_j}$.

2.3 Extracting Temporal Information Content

Information theory provides a framework for measuring information transfer, noise, and loss between an information source and destination. Using information theory, we can quantify how much information is transferred between a source and destination. The mutual information $I(S : D)$ between a source $S$ and a destination $D$ with states $d_j$ is:

$$I(S : D) = \sum_{s_i} \sum_{d_j} p(s_i, d_j) \log_2 \frac{p(s_i, d_j)}{p(s_i) p(d_j)}.$$  

we can measure how much information is transferred between a source and destination. The mutual information $I(S : D)$ between a source $S$ and a destination $D$ with states $d_j$ is:

$$I(S : D) = \mathcal{H}_S + \mathcal{H}_D - \mathcal{H}_{SD}.$$  

We use mutual information to measure the predictive information in the history of a time series. In this case, the source will be a finite interval in the past of the time series and the destination will be the future variance of the time series. Let $y(t)$ be a time-varying signal and let $Y_1, Y_{t-1}, \ldots, Y_{t-(n-1)}$ be the random variables that correspond to the values of $y$ during the last $n$ time steps, i.e., $y(t), y(t-1), \ldots, y(t-(n-1))$. The source $S$ will have the joint probability distribution $p(Y_1, Y_{t-1}, \ldots, Y_{t-(n-1)})$, and the destination $D$ will have the probability distribution $p(Y_{t+1})$.

Information content dictates our (un)certainty about the future of the time series, $Y_{t+1}$. We can calculate uncertainty $U$, a measure of our ignorance about the future of a time series, based on our knowledge of its last $n$ values as follows:

$$U = \frac{\mathcal{H}_D - I(S_i : D)}{\mathcal{H}_D}.$$  

From this definition we observe that $0 \leq U \leq 1$, where $U = 0$ means a complete knowledge of the next step and $U = 1$ indicates a complete ignorance of it.

3. EXPERIMENTS AND RESULTS

In this work, we argue for a principled, systematic approach HPC resource monitoring and event analyses. We used event and failure data collected from 22 HPC clusters at Los Alamos National Laboratory (LANL) from December 1996 through November 2005 [1]. These systems were large clusters consisting of either non-uniform-memory-access (NUMA) nodes, or 2-way and 4-way symmetric multiprocessor (SMP) nodes. The systems comprised a total of 4750 nodes and 24101 processors. Each failure record included the cluster number and node number for the failed nodes, the failure timestamp, the timestamp at which the node was returned to operational state, and the determined cause of failure. The logs also contained the events from a variety of hardware and system software components. Each event record contained the event timestamp, the node at which the event occurred, the component that produced the event, and the event type.

3.1 Data Preparation

As described above, our event logs contained information about the node on which the event occurred as well as the component that produced the event, the event category, and the timestamp at which the event was recorded. We were interested to see how events statistics change with respect to one another, which is calculated through cross-correlation. We needed to preprocess the event data to convert them into a single multivariate time series in which all events can be analyzed simultaneously. This allowed us potentially to observe the interactions amongst events across different components and different nodes. In the raw event logs, each line denotes a type of event with its corresponding timestamp. Commonly, event correlations are analyzed by calculating either time-between-events (TBEs) or by binning events into sliding time windows along the time series, and generally, TBE calculation and related statistics for a single event is trivial. However, we could not use this approach for two reasons: (1) event frequencies varied greatly among the events and (2) the calculated TBE from the raw data is not synchronized. This is necessary for cross-correlation and partial correlation analysis. Therefore, we synchronized the different time series via a sample-and-hold schema (used in signal processing for synchronization). That is, for each time series, we set the value of the time series at each time step equal to the calculated TBE at the last occurrence of that event. The detailed procedure is as follows:

1. Calculate TBEs for all event logs.
2. Find a global start and end time by taking the smallest and largest timestamps across all event logs.
3. In all the logs if there is no TBE corresponding to a time step between the global start and end insert a 0.
4. For all logs, scan each log and set the values at each time step equal to the last non-zero value.

With this schema, we can tell at each point in time what is the last known TBE for each event and we can easily cal-
cule how the TBEs correlate with cross-correlation. Although this transformation changes the absolute values of the statistics of TBEs, their relative statistics remain unchanged, at least in our dataset. Furthermore, extrapolated time series will not miss any fluctuation in TBE after down-sampling. We performed this transformation on all the data and sampled the result at every 7200 seconds (two hours). This improved our analysis efficiency: processing the unsampled data consumed a lot of memory. The result of this preprocessing is shown in Figure 2.

3.2 Finding Event Correlations

We now present the results of the cross and partial correlation methods from Section 2.1. Our HPC cluster event logs contain event data from 2,831 total devices including 512 computer nodes. Analyzing TBEs for all the events logged by all the nodes is a very memory-intensive task. However, since a majority of the nodes logged only a few events with many months in between, for our event correlation study, we focused on 31 nodes-event pairs that produced the most logged events. We consider both node names and event subcategories to identify each TBE uniquely.

These experiments test correlations amongst events with no time lag. Further, we only consider event pairs with a correlations greater than 0.7 with a p-value < 0.05. (This means that there is only a 5% chance that correlation of the same magnitude can be observed due to random effects.) We highlight our key observations from these experiments:

1. 131 node-event pairs show direct correlation;
2. 13 node-event pairs show partial correlation; and
3. four node-event pairs show both direct and partial correlations.

From the direct correlations in observation 1 alone, one would conclude that there exists a large number of correlated events. However, observation 2 and 3 show that the large majority of these correlations only show up because of the complex interactions amongst a set of event variables and are therefore superfluous. In other words, there may be a significant difference between the real interactions between event time series and those suggested by direct correlations.

3.3 Dimensionality Reduction

In Section 3.2 we showed that many correlations are spurious. While these spurious correlations hinder the process of root cause analyses, they suggest that event inter-arrival time series can be compressed significantly and later reconstructed with high fidelity. We now show the results of applying the PCA method for dimensionality reduction (described in Section 2.2) to our data set. Figure 3 show the results of applying PCA to the TBE time series of Node 1 from the data set. Node 1 recorded nine different events in its event logs (Figure 3a). We calculate the principal components of these TBEs and use the five most informative of those to reconstruct the original data (Figure 3b). These five components cover 98.8% of the total variation in the data. This reconstruction is not exact, but it is very close to the original data. In fact, if we normalize the original and reconstructed data between 0 and 1, the average mean-squared-error (MSE) of the nine reconstructed events and the original event is $3.1 \times 10^{-4}$.

![Figure 3: The time-between-events (TBE) of nine events logged by Node 1. (a) The original data transformed into continuous multivariate time series as explained in Section 3.1. (b) Reconstruction of the TBE using only 5 most informative components captures a majority of significant events.](image)

Figure 4a shows the average MSE in reconstructing the TBE data as a function of the principal components used. The components are sorted according to the percentage of the variations they explain in descending order. The inset plot shows the MSE as a function of cumulative variation that the principal components explain. The higher the dimensionality of the original data, the fewer components we will need to reconstruct them. To illustrate this we pick the 100 nodes from the data set that record the most events and reconstruct them from principal components. These nodes recorded 574 total events. Figure 4b shows the percent cumulative explained variation as a function of the percentage of the principal components. Only 5% of the components explain 99.4% of the variation. These results further validate our conclusions from the correlation studies that event log data can contain a lot of extraneous and unnecessary data.

3.4 Temporal Information Content

Generally, event prediction often consists of time-between-event (TBE) prediction. While previous work in event prediction focused on exploiting spatiotemporal correlations among other events, we show that sufficient predictive information about an event’s time series is contained within the time series itself. However, mappings between the past and the future TBE values can be highly nonlinear and difficult to discover. We show this using cross-correlations that can determine linear correlations and then use mutual information to find more complex event relationships.
Figure 2: The time-between-events (TBE) time series before (a) and after (b) extrapolation and synchronization.

Figure 4: (a) Average mean-squared-error (MSE) of TBE reconstruction as a function of the number of principal components used. The inset shows the average MSE as a function of percent cumulative variation that the used components explain. (b) Percentage explained variation as a function of the percentage of the most informative principle components. The first 5% of the components explain 94.4% of the variation.

First, we construct the mean 8-TBF time series from the data set. We calculate the cross-correlation of the mean 8-TBF and its corresponding p-values. Figure 5 shows the correlations with p-value < 0.05. We observe significant correlations with high values, especially in the first 50 future values of the TBF. However, cross-correlation only signifies the linear correlation between the current and future values of a time series.

We used mutual information (described in Section 2.3) to study how much information about future time series values is present in the past values of the time series. We first fit an exponential distribution to the original data and use its cumulative distribution function to convert the samples from a uniform distribution. We then discretize the equalized TBF values into 3 bins to avoid overfitting. We calculate the mutual information between a window of length t of the past values of the discretized TBF and its future values. In this case our source was a window of t previous values of TBF S_t and destination will be the next TBF value D.

Recall that our uncertainty measure is a representation that normalizes mutual information from zero to one: as uncertainty approaches zero, the information about the future contained in the previous values of a time series approaches 100%. Figure 6 shows the uncertainty about the next TBF...

---

Fu and Xu conducted a comprehensive study of failure correlation and prediction using the moving average of TBE extracted from the same data set that we use [3]. A moving average of a time series can help to reduce measurement errors. We call this the mean k-TBE to indicate that the window length is k steps. Here, we extend this analysis to the information content of the mean k-TBF (time-between-failures) time series and show that, in principle, the history of this time series can be predictive of its future.
value as a function of the size of the window of past values. As the window size increases, uncertainty rapidly declines, and above window sizes of 15, $U \approx 0.1$. This suggests that small event histories can contain most of the information about a time series’ next step.

![Figure 6: Uncertainty $U$ about the next TBF values based on our knowledge of the past $t$ values of the TBF. With growing window size $t$, the uncertainty rapidly declines and approaches 0.1 above $t = 15$, which indicates the predictive information in the TBF’s history.](image)

Most of the literature on TBF prediction focuses on predicting the next TBF value. In practical settings, this may not allow sufficient time for remediation strategies to prepare for the failure events or take preventative actions. Therefore, it is most desirable to predict TBFs multiple steps ahead of time. That is, we wish to predict the next several TBF values. For our data set, we calculated the uncertainty for the $i$th future TBF value knowing the past $t$ values. Figure 7 summarizes the result of this calculation. Once again, we find that the previous 15 steps of the TBF contain most of the information about the next 10 future values of the TBF. In principle, this means that small event histories can contain the information about a time series’ next several steps into the future.

![Figure 7: Uncertainty $U$ about the TBF value $i$ steps into the future based on our knowledge of the past $t$ values of the TBF. With growing the windows size $t$, the uncertainty rapidly declines and approaches zero above $t = 15$ which shows that all predictive information about the future of the TBF can be found in its past, in principle.](image)

### 3.5 Failure Prediction

The results from Section 3.4 suggested to us two things: (1) there is a lot of predictive potential in time series history and (2) the event correlation data might be unnecessary for this purpose. We test these theories by performing a comparison study to that of Fu and Xu [3]. Fu and Xu used a time-delayed neural network (TDNN) approach to predict next time series values. Their training set included 450 failure events from September 1, 2003 through August 31, 2004, along with the spatiotemporal correlation between other events in the clusters. They calculated the moving average of the TBF over a window of size $k = 8$ as follows:

$$\hat{m}(t) = \frac{1}{k} \sum_{j=0}^{k} m(t - j + 1),$$

where $\hat{m}(t)$ and $m(t)$ represent the average TBF and the TBF at time $t$. We call this 8-TBF. They used a TDNN with 8 step tapped-delay line and 3 hidden layers with 4 nodes in each layer and tested it on the 8-TBF time series of the 307 failure events between September 1, 2004 through August 31, 2005. For a sample of length $n$ and prediction values of $\hat{m}(t)$, the prediction error is given by:

$$\text{error} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\hat{m}(t) - \hat{m}(t)}{m(t)} \right|.$$

Before we feed the data to NN, we normalize the data to values between 0 and 1. The error between the predicted 8-TBF and the actual value is then calculated using the data scaled back to minutes. Figure 8a shows the results when we use a NN with 10 tapped-delay line and a single hidden layer with 12 nodes. Our best observed testing error of 15% is comparable to the 16% reported by Fu and Xu. First, the fact that we are able to perform as well as they did without using the correlation data confirms our finding that information in the TBF time series alone is sufficient to predict its future. We must point out that the there is no spatial information in the neural network input and therefore the prediction does not have any spatial resolution. However, this is just a demonstration that the failure time series can be predicted without the use of other event log data.

We can put this result into better perspective. For our predictions, we calculate that the average duration between a failure prediction and its occurrence is 1,697 minutes. Using a result like this, for example as we discuss in the conclusion, failure mitigation strategies can have on average almost three hours to prepare for a component failure. A special concern in TBF prediction is when we predict a larger TBF than the actual value. This is called overestimation and can cause a failure to occur without the proper mitigation in place. The effect of such cases can be easily calculated. For example in our best run, the average overestimation is 175 minutes, which still leaves a lot of time to prepare for the failure. It is known that HPC TBF time series are not very well characterized statistically. We think the reason for reasonably good prediction recall in our experiments is that TDNN uses a short-term memory that includes only very limited history, but can perform highly non-linear computation on the limited memory to make a good prediction. In the case of TDNN this non-linearity is due to the multi-layer structure of the network.

$$\sum_{j=1}^{k} m(t - j + 1).$$
A legitimate concern with the use of predictive methods in HPC systems based on historical data is that the system’s behavior is not stationary, that is, the statistical properties of the system change over time. This is usually reflected in the changing average and variance of the signals extracted from the system. In Section 3.4 we showed that uncertainty \( U \) about the future of the TBF is a function of a small window of its previous values. These results are calculated over the entire TBF time series that contain 2,478 values. However, we can calculate \( U \) over a limited time interval and slide this interval over the entire time series to see how \( U \) changes.

To study this, we calculate the evolution of \( U \) over time characterized by periods of stability and minor fluctuations around a well-defined value interleaved by rapid jumps to another stable regime. Figure 9a shows the distribution of uncertainty value over the entire failure time series. This distribution is well-behaved and centered around a well-defined value. This suggests that although the local behavior of the system may show rapid fluctuations, the global behavior is more or less well behaved. This justifies that predictive approaches based on historical values may be useful. However, a second implication is that near the rapid jumps the prediction performance may suffer.

4. RELATED WORK

Several studies have shown important spatial and temporal correlations amongst failure events. Schroeder and Gibson studied failure event logs from many high performance clusters and showed important temporal correlations between failure events [15]. The day-of-week and hour-of-day correlation patterns in this work are useful for scheduled tasks on HPC systems, but is not suitable in informing adaptive and predictive approaches of fault management. Based on failure data from BlueGene/L at the IBM Thomas J. Watson Research Center, researchers used log filtering techniques to calculate the alert inter-arrival time. They showed significant correlations between failure events, both in space and time [14, 8]. Finally, Oliner, Kulkarni, and Aiken discovered a structure of causal influence between the components of HPC systems [12], by calculating time-lagged cross-correlation and analyzing how the signals from different system components deviate from their normal behavior.

While event cross-correlations have been used in HPC system studies, partial correlations have not been well studied. Using both cross-correlation and partial correlation can provide additional insight into the complex interactions between multiple components that are hard if not impossible to obtain using cross-correlation alone. This includes the statistical significance of correlations as well as deciding whether events are directly or only indirectly related.

5. CONCLUSIONS

In this study, we demonstrated the discrepancy between the real interactions between event time series and those suggested by direct correlations. Furthermore, we show that principal component analysis can be used effectively for dimensionality reduction of HPC data. Moreover, we demonstrated a principled approach for understanding the limits of HPC event predictability and showed that accurate failure event prediction can rely solely on failure history, and no further event information.

We believe this work can and should influence resource monitoring practice for current and future HPC systems. Event correlation techniques, such as partial correlation, that filter out noisy conditional correlations can lead to more accurate and more efficient failure diagnoses, failure dependence analyses and root cause analyses. Methods such as partial correlation and PCA can reduce event data volumes.
without loss of information or predictive effectiveness. This allows us to consider optimizations to HPC event data collection and management. For example, we can reduce data volume via event filtering or dimensionality reduction. Or we can take more drastic measures, such as only monitoring and collecting events we know to be directly relevant for other events that we care about. Finally, understanding the theoretical limits of the predictive power of data sets lets us know how close our prediction tools are to their peak capabilities, so that we know when we have approached the point of diminishing returns. Also, knowing what data is relevant for effective predictions and monitoring and collecting only that minimal set renders simpler, more efficient predictors (such as neural networks) that improve prediction time and, as our results have shown, prediction accuracy.
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