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LECTURE 1:  OVERVIEW OF DATA MINING



John Snow and the Broad St. Pump
John Snow (15 March 1813 – 16 June 1858) was an English physician and a leader in the 
adoption of anaesthesia and medical hygiene. He is considered one of the fathers of modern 
epidemiology, in part because of his work in tracing the source of a cholera outbreak in Soho, 
London, in 1854.

On 31 August 1854, after several other outbreaks had occurred elsewhere in the city, a major 
outbreak of cholera struck Soho. Over the next three days, 127 people on or near Broad Street 
died. In the next week, three quarters of the residents had fled the area. By 10 September, 500 
people had died and the mortality rate was 12.8 percent in some parts of the city. By the end of 
the outbreak, 616 people had died.

He identified the source of the outbreak as the public 
water pump on Broad Street



John Snow and the Broad St. Pump
Location of each death in the 
outbreak and locations of the 
pumps with the help of Rev. 
Henry Whitehead

Associate pumps with deaths 
to support the causal 
relationship

Voronoi Cell



Components of Data Mining
Data (Images, Files, Tables, Charts)

Tools (Hadoop, 

Matlab, Algorithms)

Objective (Information 

integration, organization 

and scientific discovery)

Data Scientist



Web Sensing
Individual Sensing

Data:

1. Search Query Logs: Mostly Tabular. Query, IP address/Account, Time, Link Clicked

2. Action Sequence: Every Click you make is being recorded across devices

3. Key Sequence: Text, Reviews, Comments, Survey, Instant messaging

4. Voice/Video Data: Video Conferencing

5. Spatio-temporal Data: Check-in Services



Web Sensing
Applications Targeted to Individuals

1. Targeted advertisement

2. Personalized Search Results



Web Sensing
Social/Community Sensing

Data:

Networks: Friend Net, Call Net, Follower Net,

Text: News, Reviews, Comments, Twits

Census Data

Applications:

Flue Trends

BoxOffice Prediction



Business
Stock market

Banks

Insurance… 

Health and Medicine
Patient Records (Clinical, Pathological etc.)

Sequencing Data… 

Success Stories in Data/Text Mining by Christophe Giraud-Carrier



Medical
Electro-physiological data

Signals http://www.physionet.org/

Images (microarray)



Remote Sensing
From Earth to the Outer Space

From Space to the Earth

Data:

Images and spectrograms

Derived Data:

Vegetation Index

Sea-surface Height



Remote Sensing
Applications in Space Exploration

1. Detecting, Tracking, categorizing asteroids 

◦ TopCoder Contest

2. Categorizing stars based on types and their remaining life using light curves

Applications in Observing Earth

1. Modeling and Validating Climate Changes 

2. Predicting storm formation

3. Detecting forest fire, deep ocean eddies, air pollution, etc. [Expedition]



Movement Sensing

Data: GPS Traces of Human and Animals, Maps

Applications

1. Traffic based route planning

2. Destination Prediction

3. Opportunistic Crowdsourcing



Government Data
Data: 

Transportation Data 

Environmental Data

Utility Data

Police Data

Applications:

Smart City Applications

Energy Efficient Building, Transportation etc.

http://www.cabq.gov/abq-data



Anthropology
Data:

Images and Shapes of the Petroglyphs and Petrographs

Applications:

Clustering Petroglyphs

Finding repeated Petroglyphs across states or countries

Atlatls

Anthropomorphs

Bighorn Sheep



Linguistics
Data:

Text Data: Books and News

Audio: Audio Corpus

Applications

Machine Translation

Dialogue Processing

NLP for assistive technologies

IBM Watson



Data Mining Algorithms



Clustering

• Divide the data in meaningful 
partitions

• Need a goodness measure

• Tool: Weka, Matlab

Houston, Ethnic Distribution



• Neighborhood based similarity

• Co-Clustering is a way to find the heavily 
connected components of a bipartite 
graph.

• Tool: cocluster

Graph Clustering

Co-clustering



Signal Clustering

Link

200 400 600 800 1000 12000

200 400 600 800 1000 12000



Signal Clustering

200 400 600 800 1000 12000

200 400 600 800 1000 12000

• Clusters the subsequences of the 

signal

• Ignores unnecessary segments

• Tool: Epenthesis



Image Clustering

http://www.ulrichpaquet.com/current.html

• Clustering based on color, 
texture, background etc.

• Ranges from small scale to 
web scale.

http://groups.csail.mit.edu/vision/TinyImages/



Classification
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• Intuitive pattern for classification

• Very fast testing

• Tool: Shapelet



Repetition Detection: Graph 

Reference

• Frequent Subgraph Mining

• Various Constraints on the Subgraph

• Tool: gSpan



Repetition Detection: Signal 
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• Motif Discovery in Time Series

• Parameter-free method

• Tool: MOEN



Visualization

• High Dimensional Data Visualization

• 2D and 3D

• Preserving Neighborhood of the 
points

• Tool: t-SNE



Anomaly Detection: Signal
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3-discord, 2-discord, 1-discord, 

• Most unusual pattern in the signal

• Works in two passes

• Tool: Discord



Anomaly Detection: Graph

• Neighborhood based features

• Finds extremes in both direction

• Tool: OddBall



Association Detection

• Finds association among 

items with high support 

and confidence

• The algorithms are 

mostly exponential

• Tool: SPSS Modeler, Weka

Reference


