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Abstract— In multi-robot systems, efficient navigation is chal-
lenging as agents need to adjust their paths to account for
potential collisions with other agents and static obstacles. In
this paper, we present an online machine learning approach,
ε-UCB, which improves global efficiency in the motions of
multiple agents by building on ORCA, an existing multi-
agent navigation algorithm, and on UCB, a widely used action
selection technique. With ε-UCB, agents adapt their motions to
their local conditions while achieving globally efficient motions.
We validate our approach experimentally, in a variety of
scenarios and with different numbers of agents. Results show
that agents using ε-UCB exhibit more globally time efficient
motions, when compared to just ORCA and to UCB.

I. INTRODUCTION

Navigating multiple agents through complex environments
in real-time and in a decentralized manner has important
applications in many domains such as swarm robotics, pedes-
trian navigation, and traffic engineering. This navigation
problem is challenging because of conflicting constraints
induced by the presence of other moving agents. As agents
plan paths in a decentralized fashion, they often need to
recompute their paths to avoid colliding with other agents.

Over the past twenty years, many decentralized tech-
niques for real-time multi-agent navigation have been pro-
posed. These range from force-based approaches to more
robust velocity-based solutions, which provide guarantees
on collision-free motion for multiple agents. Although these
robust approaches generate locally efficient motions for each
agent, the overall behavior of the agents can be far from
efficient; actions that are locally optimal are not necessarily
optimal for the entire group of agents.

One way to improve the global efficiency of the agents’
motion is for each agent to learn, through interaction with the
environment, what motion is best given its local conditions.
Unfortunately, many machine learning algorithms require an
offline training phase to achieve learning, or take a long
time before converging to the optimal policy. In addition,
the computational complexity of learning methods becomes
prohibitively high as the number of agents increases.

Our work focuses on online learning methods that can be
completely distributed and require no communication among
the agents. We incorporate online adaptation by formulating
the multi-agent navigation problem as a Multi-Armed Bandit
problem. The main challenge in these problems is to balance
the exploitation of the current best action with the exploration
of other actions that may later produce higher rewards [1].
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We demonstrate that a widely used method for balancing ex-
ploration and exploitation, Upper Confidence Bounds (UCB)
[2], is not well suited to the real-time environments of multi-
agent navigation tasks. We propose a novel approach, ε-UCB,
to achieve the desired balance. We combine ε-UCB with
ORCA [3], a velocity-based local navigation technique. The
resulting motion shows a clear improvement over the current
state-of-the-art.

This paper makes three contributions. First, we model the
problem of achieving globally efficient motions in multi-
agent navigation as a multi-armed bandit problem. Second,
we propose an online learning approach, ε-UCB, which
addresses the exploration/exploitation tradeoff via a proba-
bilistic combination of UCB and a greedy method. Third, we
experimentally show that our approach leads to more time
efficient motions in a variety of scenarios, as compared to
using UCB with ORCA and ORCA alone.

II. RELATED WORK
A. Multi-Agent Navigation

Numerous models have been proposed to simulate individ-
uals and groups of interacting agents. After the seminal work
of Reynolds on boids, many interesting crowd simulation
models have been introduced that account for groups [4],
cognitive and behavioral rules [5], and other factors [6], [7].

An extensive literature also exists on modeling the lo-
cal dynamics of the agents and computing a collision-free
motion among static and/or dynamic obstacles. Complete
approaches have been proposed that pre-compute motions
offline [8], however they are not suitable for real-time ap-
plication. This limitation inspired the development of faster
online approaches with applications in real-time domains.
For example, Khatib [9] pioneered the use of artificial
potential fields, where the robot is treated as a particle
which is attracted to the goal and repelled by obstacles.
Brooks [10] in his layered architecture, popularized the use
of artificial potential fields for robot navigation. Closely
related is the social force framework of Helbing for pedes-
trian simulation [11]. However, all these approaches are
reactive and do not account for the velocities of the agents,
leading to issues especially in environments where agents
move at high speeds. To address this issue, geometrically-
based algorithms have been proposed [12], which compute
collision-free velocities for the agents using either sampling
[13] or optimization techniques [3]. In our work, we also
use the navigation method proposed in [3] that is robust to
different types of environments by accounting for agents’
velocities.



B. Learning in Multi-Agent Navigation

We deal with a multi-agent learning problem where agents
learn simultaneously and affect the decisions of other agents.
We consider this multi-agent system as a group of inde-
pendent learners, where each agent considers other agents
as part of the environment. Extensive work has been done
on learning and adapting motion behavior for agents in
crowded environments. Depending on the nature of the
learning process, this work can be classified in two main
categories: offline and online learning. In offline learning,
agents repeatedly explore the environment and try to learn
an optimal policy given an objective function. Examples
of desired learned behaviors include collision avoidance,
shortest path to destination, and specific group formations.
The approach in [14], for example, applies Q-learning to plan
paths for agents in crowds. Similarly, a SARSA-based [15]
learning algorithm has been used in [16] for offline learning
of behaviors in crowd simulations. Offline learning has
limitations arising from the need to train the agents before
the environment is known. In online approaches like ours,
agents have only partial knowledge of their environment,
and need to adapt their strategies to what the other agents
do. Recently, an anytime planning-based approach for multi-
agent navigation was proposed in which the agents’ paths
are computed in an iterative manner [17].

III. MULTI AGENT NAVIGATION

In this paper, we introduce an online learning technique
for multi-agent navigation so that agents can exhibit more in-
telligent and efficient motion. More formally, in our problem
setting, we are given n independent agents Ai (1 ≤ i ≤ n),
each with a unique start and goal positions specified in
R2. The environment for Ai is defined as a 2D virtual or
physical space with all the remaining n − 1 agents, along
with a set of static obstacles O. The task is then to steer
each of these agents to its goal without colliding with the
other agents and the obstacles present in the environment. We
also require that the agents navigate independently without
explicitly communicating with each other.

For simplicity, we model each agent Ai as a disc with
radius ri. The agent Ai has a position pi, defined by the
(x, y) coordinates of the center of the disc, and moves
with velocity vi that is limited by a maximum speed υmax

i .
Furthermore, Ai has a preferred velocity vpref

i directed
toward the agent’s goal gi with a magnitude equal to the
speed υprefi at which the agent prefers to move. We assume
that the radii, positions and velocities of the nearby agents
can be obtained by local sensing. In this work, agents can
sense other agents 15 meters away, and obstacles 1 meter
away.

Collision Avoidance and ORCA

Selecting collision-free velocities as close as possible to
vpref is a challenging problem in and of itself. Collision
avoidance methods can be either reactive or anticipatory.
In reactive approaches, agents react to avoid collisions only
when they are sufficiently close. This can lead to oscillations

between agents and to local minima. Another limitation of
these methods is that the forces must be tuned separately
for each scenario, limiting their robustness. In anticipatory
approaches, agents detect and avoid potential upcoming
collisions by linearly extrapolating their current velocities.
In this category, the principle of Optimal Reciprocal Col-
lision Avoidance (ORCA) for multi-agent navigation was
proposed [3]. ORCA provides collision and oscillation-free
motion between multiple moving agents, as well as optimal-
ity guarantees with respect to the velocities computed. ORCA
accounts for anticipatory avoidance, reciprocity among the
agents as well as sensor noise and motion uncertainty [18].

Although ORCA guarantees collision-free motions and
provides a locally optimal behavior for each agent, it does
not account for the aggregate behavior of the agents so it
can lead to globally inefficient motions. For example, when
agents pass through a narrow bottleneck, ORCA will slow
them down to ensure collision-free motion. If all movement
leads to potential collisions, the agents may get stuck in local
minima resulting in long delays in the navigation. Instead, if
agents were able to behave differently in those situations,
for example, by selecting a vpref in a different direction
for a short period of time, they might be able to find a
larger region of feasible velocities. This might indirectly help
avoid or solve overall congestion, benefiting all agents. Our
proposed learning approach addresses these issues, allowing
agents to intelligently adapt their preferred velocity in an
online fashion and improving their efficiency in challenging
environments.

IV. MULTI-ARMED BANDIT FORMULATION

To alleviate the inability of ORCA to produce globally
efficient motions, we formulate the navigation problem as
a multi-armed bandit problem. In a multi-armed bandit
problem, an agent makes sequential decisions on a set of
actions (the arms) to maximize its expected reward. To do
this, the agent must balance the exploitation of the current
best action with the exploration of potentially better ones.
The challenge for the agent is to use its past experience
to predict the best action at each time, by accounting for
uncertainty on future outcomes. In our domain, each arm
corresponds to a specific vpref .

An ORCA-simulated agent has, by default, only one
action: a goal-oriented vpref with a magnitude equal to
υpref . We would like to enrich the choices that agents have,
compared to what ORCA provides, by enabling agents to
choose different preferred velocities. This would require
each agent to make a choice at every simulation step in
two continuous spaces, the space of speeds and the space
of directions. However, in an online learning setting each
agent is limited in the number of exploration steps to learn
from; increasing the number of choices will either reduce
the amount of exploration per choice, leading to a larger
learning error, or will increase significantly the time needed
for learning. This tends to reduce performance, as discussed
in previous work [19].



After an experimental evaluation of different sets of ac-
tions, we concluded that a set of five fixed velocity choices
gave the best performance, as it allowed the agent enough
variety of behaviors while avoiding spending too much time
in exploration. Specifically, the actions defined correspond
to: (1) moving directly straight towards the goal, (2) left
10◦, (3) right 10◦, all at a speed of 1.5 m/s, (4) a complete
stop, and (5) a slow backwards movement (0.5 m/s). This set
of actions includes the goal-oriented motion (ORCA’s default
action) as it is often the best action to take. We also allow the
agent to move aside, left or right, in case the goal-oriented
motion is not allowed, to stop if no movement is allowed, and
to step backwards when no forward movement is possible.
Since stopping or moving away from the goal yields to other
agents’ motion, we refer to this subset of actions as “polite”
behavior.

A. Learning Episode

Our agents decide on their motions while the simulation
is running. The simulation is divided into time steps, or
cycles, each of a fixed time duration. Each simulation cycle
corresponds to a learning episode. At each cycle, each agent
chooses a specific action, vpref , based on its rewards and the
current simulation state.

An agent uses the state of the simulation (position and
velocities of the nearby agents) as input to its learning
process. The output of the learning process for the agent
is vpref which is used as input to ORCA. ORCA analyzes
potential collisions and returns the new simulation state (the
new position and velocity) based on the chosen vpref . The
union of the updated positions and velocities of all agents
constitutes the new global simulation state, which is then
used in the next cycle.

B. Optimization Function

Our learning approach ultimately aims at minimizing the
total time it takes for all agents to reach their goal. In order
to evaluate the action choices of all the agents throughout
a simulation (in hindsight), we would normally use the
regret metric to compare them with the optimal choices
each agent should have made to minimize the global travel
time. However, measuring the regret in this way as the
simulation progresses is impossible, since there is no oracle
against which to compare. Therefore, to encourage actions
that help reduce the global regret, we propose a reward
function that drives the agent towards its goal, while taking
into account the interaction with other agents. Specifically,
our reward function (see Eq. 3) is a convex combination
of a goal-oriented component and a politeness component.
This function is executed after each timestep and evaluates
the previously selected action vpref with the collision-free
velocity v computed by ORCA.

The goal-oriented component Rgoal
a computes the scalar

product of the collision-free velocity v of the agent with
the normalized vector which points from the position p of
the agent to its goal g. More formally, we compute this
component as:
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Fig. 1: Example of reward values under (a) clear and (b)
congested local conditions.

Rgoal
a = v · g − p

‖g − p‖
(1)

The politeness component Rpolite
a compares the preferred

velocity given as an action input to ORCA with the resulting
collision-free velocity. If ORCA determines that a given
preferred velocity may produce collisions, it will produce a
different collision-free velocity. Hence, the relation between
v and vpref expresses how collision-free vpref is. The larger
the difference between vpref and v, the less polite it is
to take the associated action, as potential collisions would
also hinder the progress of other agents. Therefore, similar
values of vpref and v indicate the action is very polite. Polite
actions do not necessarily drive the agent closer to its goal
but allow other agents to progress, thereby improving the
global simulation state. We compute this component as:

Rpolite
a = v · vpref (2)

The reward Ra for the agent for doing action a is given by:

Ra = γ ∗Rgoal
a + (1− γ)×Rpolite

a (3)

where the parameter γ controls the influence of each com-
ponent in the total reward (0 ≤ γ ≤ 1).

Figure 1 shows an example of two local conditions an
agent may encounter. The five actions available correspond
to the ones described earlier in this section. The approximate
reward values shown are separated according to the two com-
ponents of the reward function (Rgoal, Rpolite). In Fig. 1(a),
the agent’s movement is not constrained and consequently
the reward is higher for the actions that drive the agent
towards its goal. In Fig. 1(b), congestion has formed and
the goal-oriented actions are now constrained, which results
in lower rewards. In this case, the agent will prefer less
constrained actions, such as stopping or moving away from
the goal, which avoid increasing the congestion and allow
other agents to move toward their goals.

To keep an updated estimate of the value of the actions,
agents maintain a moving window of the reward obtained in



the last 50 timesteps. The estimated value of an action is the
average of the reward obtained by performing that action in
the last 50 timesteps.

V. EPSILON-UCB

In this section, we briefly describe a widely-used action
selection technique called UCB, before fully describing our
proposed approach, ε-UCB.

A. UCB

UCB works by sampling the actions proportionally to the
upper-bound of the estimated value of their rewards Ra.
The UCB estimate UCB(a) of action a for an agent is a
sum of two terms (Eq. 4). The first term Ra is the moving
average of the reward for the agent of performing action a.
The second term corresponds to the size of the one-sided
confidence interval for the average reward. This confidence
interval bounds the true expected reward with very high
probability [2]. This term is computed using the number of
times action a was selected (na) and the total number of
action decisions made so far by the agent (n).

UCB(a) = Ra +

√
2× ln(n)

na
(4)

At each simulation cycle, UCB updates its estimates of all
actions and selects the one with the highest value. Therefore,
UCB takes into account the value estimates of the actions
and the frequency with which actions have been selected, to
encourage the exploration of actions with low value but with
potentially outdated estimates.

However, in situations where actions have a fixed known
reward, UCB performs unnecessary exploration. In these
situations, just exploiting the best action is the best strategy.
Our approach takes advantage of both UCB and a greedy
action selection method in a probabilistic manner.

B. ε-UCB

Our ε-UCB approach uses a probabilistic action selection
method combining UCB and the best current action to
enhance the ability of the agents to adapt. The ε-UCB
pseudocode can be seen in Algorithm 1. At the beginning
of the simulation, we assume that the agent has no previous
knowledge of the rewards of its actions. Hence, it first
samples the velocity space with its actions to obtain an initial
estimate of their values under the current local conditions.
This initial sampling is performed by executing ORCA with
each action’s preferred velocity for a single timestep. Once
the initial rewards have been collected, the agent must decide
whether to exploit the highest valued action or explore
for possible changes in the reward. To do this, the agent
probabilistically selects an action, using an exploration rate
(ε). A key difference between ε-UCB and traditional UCB
is that explotation is done a fixed fraction of time (lines 8
and 9) and is not dependant on how much better the best
action is as compared with the other actions. This increases
the amount of time the agent exploits the best current action.
After action a is selected, its corresponding vpref is passed

to ORCA (line 13) to compute a collision-free velocity for
execution in the next timestep. This velocity is used to update
the estimated reward of the action (line 14).

The motivation behind combining UCB and the best
known action is twofold: it helps the agent to greedily select
the best action when local conditions are stable, reducing
the negative effects on reward caused by exploration, while
maintaining sensitivity to changes in the local conditions.

Algorithm 1: ε-UCB algorithm for an agent
1: Input: ExpRate ∈ [0, 1]
2: initialize simulation, p = (xstart, ystart)
3: ε← ExpRate
4: initialize Ra for all the actions to 0
5: sample the actions
6: while not at the goal do
7: randomly generate variable p ∈ [0, 1]
8: if p ≤ (1-ε) then
9: a← action with highest estimated reward value

10: else
11: a← action suggested by UCB
12: end if
13: ORCA(a)
14: update reward estimates
15: end while

VI. EXPERIMENTAL RESULTS

To analyze the performance of our approach, we compare
the regret of the agents using ORCA, ORCA with UCB,
and ORCA with ε-UCB. However, given the local nature of
the actions, the agents cannot directly measure the regret to
figure out which action actually minimizes the global travel
time. Hence, we use an upper bound of the regret, which we
call Regret*, defined as the difference between the time the
last agent reaches its goal and the time that it takes for an
agent to traverse at maximum speed (1.5 m/s) the shortest
path to the goal. We evaluated the Regret* of the different
approaches in a variety of experiments and scenarios.

G

(a) Single Agent (b) Small Circle

Fig. 2: Examples of scenarios with and without constraints.
(a) A single agent with no obstacles can follow a direct path
towards its goal. (b) 5 agents located in a circle cross paths
in the middle, inducing constraints on one another.

We begin by evaluating how the exploration strategy
affects the time efficiency of the agents. To do this, we
measure a single agent’s time to reach the goal in a clear
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Fig. 3: Total time for a single agent to complete a 100 meter
long navigation path, for different values of ε.

unconstrained environment. The distance between the agent’s
starting position and its goal is 100 meters (see Fig. 2(a)).
We vary ε in the range between 0.1 and 0.9.

We can observe in Fig. 3 that in this simple scenario,
the ORCA agent performs the best, as it always takes the
action of going full speed towards its goal. This is the
optimal policy and the agent has zero Regret*. UCB and
ε-UCB are less time efficient as they perform unnecessary
exploratory actions. However, ε-UCB agents have very low
Regret* when performing little exploration (ε=0.1), but their
Regret* increases with more exploration, reaching the upper
bound given by UCB. Therefore, lower values of exploration
are used in the remaining experiments.

These results are expected as this simple scenario does not
have any constraints, so choosing the default ORCA vpref

is the optimal policy. When the presence of other agents
creates constraints, the default behavior is no longer optimal.
Fig. 2(b) is an example of this, as 5 agents are located along
a circle of diameter of 10 meters, and need to navigate to
opposite positions in the circle. In this case, the agents’
paths intersect at the center of the circle, which causes
slowdowns and increases their Regret*. The agents’ action
selection method allows them to find the best action when it
dynamically changes. The Regret* that the agents experience
for the three techniques (with ε = 0.1), in seconds, is as
follows:

Method ε-UCB UCB ORCA
Regret* 1.78 2.56 18.8

We can observe that ORCA agents exhibit a large Regret*
as their default preferred velocity is not allowed in the middle
of the circle. The multiple constraints in this scenario slow
down the agents for a large part of the simulation, before
their local conditions improve. UCB agents perform better as
they find, through exploration, actions that prevent them from
slowing down in the middle, and instead they pass by each
other decreasing their Regret* as compared to pure ORCA.
However, ε-UCB agents perform even better, demonstrating
that greedy exploitation of the current best action pays off
increasing global time efficiency, as compared to pure UCB.
To evaluate the performance of ε-UCB in more complex

settings, we performed experiments in larger scenarios with
many agents and static obstacles. Below we briefly describe
each scenario:

• Congested: 32 agents are placed very close to the nar-
row exit of an open hallway they must escape through
this exit (Fig. 4 (a)).

• Exit: 48 agents are placed across a narrow corridor with
a single exit that allows only one agent at a time to pass
(Fig. 4 (b)).

• Crossing: Two groups of 100 agents cross paths while
moving from opposite directions (Fig. 4 (c)).

• Circle: 128 agents are evenly distributed along the
circumference of a circle. Each agent has to move to its
diametrically opposite position on the circle (Fig. 4(d)).

Figure 5 shows the results of ORCA, UCB, and ε-UCB
in these four scenarios. In all of them, we can observe
that ε-UCB agents have lower Regret* than both ORCA
and UCB. In the Congested scenario, ε-UCB outperforms
ORCA by 35% and has 21% lower Regret* than UCB.
In the Exit scenario, the overhead time when using ε-
UCB is significantly different than for UCB, outperforming
ORCA by 41% and UCB by 38%. In both scenarios, the
movement of each agent is constrained by the presence of
other agents and static obstacles, especially close to the
single exit. With ε-UCB, agents that fail to make progress
are able to learn to step backwards instead of forcing their
way towards the congested area. This provides more room
for other agents to maneuver, helping to resolve congestion
faster as compared to ORCA simulated agents. Consequently,
our approach leads to faster exit times in both scenarios. In
the Crossing scenario, ε-UCB again performs significantly
better than UCB, although by a small margin, but it still
outperforms ORCA agents by 50%. Finally, in the Circle,
agents using ORCA immediately converge to the center of
the environment. Consequently, they have to frequently speed
up and slow down to avoid collisions. UCB performs worse
than ORCA, as UCB agents perform too much unnecessary
exploration in open areas. Selecting suboptimal actions too
frequently increases the agents total time to destination.
Overall, our approach has 4% lower Regret* than ORCA
and 24% lower Regret* than UCB.

VII. CONCLUSIONS
In this paper, we presented a learning algorithm called

ε-UCB to improve the ability of the agents to navigate effi-
ciently, in real-time, in a crowded environment. We formulate
the navigation problem as a multi-armed bandit, where the
action space corresponds to a set of preferred velocities.
Agents value their actions through a reward function that
encourages goal-oriented motion and polite behavior be-
tween agents. In ε-UCB, agents adapt online to changing
environmental conditions. To balance the exploration versus
exploitation tradeoff, we blended in a probabilistic manner
UCB with the selection of the best known action. We tested
our approach across a variety of scenarios and different
numbers of agents. Experimental results show that ε-UCB
significantly improves the time efficiency of the agents, as



(a) Congested (b) Exit
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Fig. 4: Experimental Scenarios. (a) Congested: 32 agents placed close to each other exit an open hallway through a narrow
doorway. (b) Exit: 48 agents need to exit a corridor through a narrow doorway that allows one agent at a time to pass. (c)
Crossing: two groups of 100 agents cross paths while moving from opposite direction. (d) Circle: 128 agents are placed
along the circumference of a circle and must reach their antipodal position in the circle.
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Fig. 5: Comparison of ε-UCB with UCB and ORCA in the
four scenarios.

compared to UCB or ORCA without learning. ε-UCB, which
has a low computational complexity, can improve the battery
life of real autonomous robots and is ideal for effort-efficient
navigation tasks.
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