FASER: Seismic Phase Identifier for Automated Monitoring
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ABSTRACT
Seismic phase identification classifies the type of seismic wave received at a station based on the waveform (i.e., time series) recorded by a seismometer. Automated phase identification is an integrated component of large scale seismic monitoring applications, including earthquake warning systems and underground explosion monitoring. Accurate, fast, and fine-grained phase identification is instrumental for earthquake location estimation, understanding Earth’s crustal and mantle structure for predictive modeling, etc. However, existing operational systems utilize multiple nearby stations for precise identification, which delays response time with added complexity and manual interventions. Moreover, single-station systems mostly perform coarse phase identification.

In this paper, we revisit the seismic phase classification as an integrated part of a seismic processing pipeline. We develop a machine-learned model FASER, that takes input from a signal detector and produces phase types as output for a signal associator. The model is a combination of convolutional and long short-term memory (LSTM) networks. Our method identifies finer wave types, including crustal and mantle phases. We conduct comprehensive experiments on real datasets to show that FASER outperforms existing baselines. We evaluate FASER holding out sources and stations across the world to demonstrate consistent performance for novel sources and stations.

CCS CONCEPTS
- Applied computing → Earth and atmospheric sciences;  
- Information systems → Data mining;  
- Computing methodologies → Neural networks.
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1 INTRODUCTION
Real-time seismic signal processing is a key element of the geophysical monitoring required for early warning systems for earthquakes, underground mineral exploration and mining, and nuclear explosion monitoring. Seismic signal processing pipelines involve several sequential steps that start with signal (e.g., from an earthquake) detection from raw seismic signals recorded at a seismic station, and in the end, produce a formalized event bulletin for real-time alarm generation as well as future analysis. Figure 1 shows a typical pipeline. Phase identification is a key step in this pipeline subsequent to the signal detection step, which can be framed as a classification problem that takes a detected seismic signal as input, and outputs the phase label. Phase identification is required for proper utilization of the downstream steps of the pipeline, for example, earthquake location estimation, tomographic studies, and understanding of the Earth’s crustal and upper mantle structure [9]. A successful phase classifier must classify a detected seismic waveform into shear or transverse waves (ending with S in Figure 1.right) and compressional or longitudinal waves (ending with P in Figure 1.right), and all their subtypes.

Single Station vs. Array. At present, in operational systems, seismic phase identification is heavily dependent on the use of multiple close-by seismic monitoring stations, forming an array of stations [22]. High-quality arrays enable better detection and improved signal-to-noise-ratio, and estimation of phase velocity and direction of arrival; which greatly benefit both phase identification and association. Relative arrival times of seismic phases at different arrays and of different detections at the same array, together with their directions of arrival, are used to accurately classify and associate phases [32]. Unfortunately, most new stations added in dynamic response to changing monitoring needs, such as in oil
fields or novel seismic sources, will be individual stations rather than arrays. This reduces the processing pipeline’s performance because phase identification is less accurate for single stations than it is for arrays. In this work, we consider automated phase classification on data collected at a single station to enable rapid deployment addressing dynamic needs.

**Fine vs. Coarse Classification.** In addition, most existing research work on automated seismic phase classification considers only the two high-level categories, while most monitoring applications require finer classification [7, 30]. For global monitoring, seismic signals are initially classified as teleseismic P (including more complex phases such as PpP and PkP) or regional P or S (i.e., Pn or Sn). Refinements to the phase identification to add teleseismic S and crustal P and S phases (i.e., S, Pg, and Lg) are made much later in the processing pipeline. In this work, we consider classifying into finer phases at the initial identification step. In addition, phase detection and phase classification are usually sequential steps. Seismic signal detection algorithms are very well developed [25, 26, 33], and signal detection is a key module in the processing pipeline. In this work, we consider phase classification only after detection, unlike some recent works that address detection and classification jointly [29, 30].

**Global vs. Regional:** Lastly, most existing research work focuses on local and near regional methods that only observe two major phases (local P and S, or occasionally regional P and S), and uses these phases to determine source location and origin times, mostly due to constrained focus. However, in a global monitoring application, all kinds of teleseismic (>1000km), regional (>200km), and local waves can arrive at various degrees of temporal overlap with arbitrary arrival order. Figure 1 (right) illustrates some of the complexity of global seismic arrivals. Identifying the correct phase from a complex waveform containing multiple arrivals is difficult for global monitoring applications. We use data from the International Monitoring System (IMS) network, a global network operated by the Preparatory Commission of the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO). IMS data are processed in near real-time at the International Data Centre (IDC) in Vienna, with initial detection, phase identification, and association performed automatically and then curated by human analysts. Our method can achieve significant classification accuracy even in such a complex application as presented by a global seismic network data.

**Challenges to this research.** First, there is no publicly available dataset of seismic signals categorized into six-phase classes. The main hindrance of curating such a dataset is the relative rarity of some phases compared to others. For example, in a continuous one-year time frame of the IMS catalog, 128K seismic waveforms are classified as P, and only 1300 are classified as S. Also, the manual labeling of these distinct phase-types requires a depth of knowledge and rigorous training [3]. Second, the phases within broader hierarchical categories share highly similar spectral and amplitude properties. Also, seismic signals originating at different geolocations exhibit different propagation effects, resulting in dissimilar signal properties for the same phase-type. There are also differences among waveforms of a single type at different distances. The current bottleneck in processing is the association of seismic phases with their most likely sources, which could be improved by more accurate initial phase classification.

**This work.** To tackle these challenges, we focus on a few different aspects. First, we have curated a small-scale yet balanced seismic phase dataset collected from IMS network data. From an imbalanced collection of more than 200K seismic events, we have narrowed down to 16K events with finer and balanced phase labeling. We use Continuous Wavelet Transforms (CWT) to obtain a time-frequency representation from raw seismic time-series to utilize both temporal and spectral information. The CWT representation has been shown to be resilient to dynamic noise in waveforms [24]. We design an end-to-end deep neural network to perform phase identification using these CWT representations. We leverage the power of Convolutional Neural Network (CNN) to capture low-level features from the CWT representations that are invariant to frequency, scale, and position [31]. However, due to locally constrained receptive fields, CNNs are inadequate in modeling long-term temporal dependency, where else seismic signals contain distinctive temporal patterns across different phase-types [29]. To mitigate this limitation, we incorporate LSTM on top of the CNN as LSTM can effectively model long term temporal patterns and dependencies.

Our proposed method FASER can perform fine-grained phase identification using single-station data from the global seismic network. Due to minimal preprocessing requirements and instantaneous output generation, it can be readily integrated into the existing real-time seismic signal monitoring pipeline. We show a comprehensive experimental evaluation of FASER using a real dataset in comparison with existing methods to validate improved performance. We justify the generalizability of FASER by demonstrating case studies for applications in novel operating conditions. To the best of our knowledge, this is the first attempt to perform fine-grained phase identification using single-station seismic signal data.

The rest of the paper is organized as follows. In Section 2, we give a brief overview of related work. In Section 3, we present our proposed phase identification method. We show our experimental results in Section 4. In section 5, we demonstrate two case studies of our method in real-world applications. Finally, we conclude in section 6.

## 2 RELATED WORK

The existing literature on this general, the methods for seismic phase identification can be broadly categorized into two types, (1) heuristic template matching and statistical analysis based methods, and (2) deep learning based methods.

**Statistical and Heuristic Methods.** Since the early inception and development of seismic signal monitoring, several rule-based and physics-driven methods have been proposed for seismic phase identification. In [28], data-adaptive polarization filtering method have used for phase detection task. In [2], the difference between the short-term average (STA) and the long-term average (LTA) of the seismic signal has been used for automated detection. Several methods have used higher-order statistics like kurtosis and skewness
Typical seismic data processing pipeline. Our objective is to develop a Machine Learning model for phase identification. (right) Travel times with respect to distance for various seismic phases. Phases ending with P can commonly be categorized as P, and phases ending with S can commonly be categorized as S.

Deep Learning based Methods. Recently, multiple deep learning methods have been proposed to address the aforementioned shortcomings in the context of phase detection and identification [6, 22, 25, 26]. A deep learning based grid-free phase association method for phase identification has been proposed in [30]. In [29], a CNN based architecture has been used for phase identification from one-dimensional seismic signals. More recently in [7], the use of time-frequency representation and CNN has been explored. These methods have shown promising results compared to previously used statistical and heuristic-based methods as CNNs can effectively model low-level structured patterns into high-dimensional embedding. However, due to locally constrained receptive fields, CNN cannot capture the long-term temporal patterns. Thus, these models cannot fully exploit the higher-order temporal structures in seismic signals, distinctive across different phase-types. Moreover, none of these methods perform fine-grained phase identification.

3 METhODS

In practice, the seismic phases are manually labeled by experienced analysts using multi-modal information, i.e., signal amplitude, frequency components in the signal, the distance between event origin and monitoring station, depth of the event origin, etc. However, for generalized and real-time phase classification, there exist a few challenges to producing such information a priori. Depth and source location estimation are intricate regression problems requiring complex analysis. Previously, the effectiveness of time-frequency representations has been demonstrated in a multitude of seismic signal processing tasks [24, 34]. Therefore, we use the CWT to obtain spectral-temporal features, as it produces higher spectral-resolution and more precise temporal-localization than other time-frequency transformations (e.g., Short-Fourier Transformation) [24]. We use a composite CWT image, where the vertical component CWT coefficients are represented by red brightness, and the two horizontal components are represented by the brightness of green and blue (See Figure 2).

The time-frequency representation of seismic events contains distinct structured features based on their phase-type. However, at a low-level, these features are highly overlapping. CNN have been widely used in the domain of Computer Vision [13, 18], Natural Language Processing [8, 15], Speech recognition [1] and other related domains to learn high-level features from raw structured input for better contrastive representation learning. As CNN’s can model the local correlation of spatial and temporal patterns, it is highly suitable for our two-dimensional CWT feature maps, which contain incremental time information on one axis and frequency information on the other.

However, CNN’s are inadequate in learning long-range temporal dependencies due to their locally constrained receptive fields [31]. Nevertheless, the long-term temporal patterns in the seismic signals, which are well preserved in CWTs, are vital distinctive features across different phase types as showcased in Figure 3. To circumvent this limitation, Recurrent Neural Networks (RNN) have been instrumental in modeling the temporal dependencies by using the cyclic feedback mechanism from previous time-step inputs. LSTM, an improved variant of vanilla RNNs, are capable of learning and modeling long-term temporal patterns and dependencies [16, 23]. However, it has been shown that higher-level features can be helpful in learning the underlying factors of variations within the input, which should make it easier to learn temporal structures between
vanilla RNNs suffer from the vanishing gradient problem, which forget gate and three main gates: input, output and forget. The input gate on the current time step input \(x_t\), update the memory cell \(c_t\), and hidden state \(h_t\) at each step \(t\) based on the current time step input \(x_t\) and the previous time step’s hidden state output \(h_{t-1}\). Each LSTM unit is composed of a memory cell and three main gates: input, output and forget. The input gate \(i_t\), forget gate \(f_t\), output gate \(o_t\), memory cell \(c_t\) and hidden state \(h_t\) at step \(t\) are computed as follows:

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad (1)
\]
\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad (2)
\]
\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \quad (3)
\]
\[
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \quad (4)
\]
\[
h_t = o_t \odot \tanh(c_t) \quad (5)
\]

Here, \(W_i, W_f, W_o\) are the weight matrix and \(b_i, b_f, b_o\) are the bias of input, forget and output gate, respectively, and \(\sigma\) is the logistic sigmoid function, \(\tanh\) is the hyperbolic tangent function, and \(\odot\) denotes the element wise multiplication. By this architecture, the LSTM manages to create a controlled information flow by deciding which information it must forget and which information to remember. To understand the mechanism behind the architecture, we can view \(f_t\) as the function that controls to what extent the information from the old memory cell is going to be thrown away, \(i_t\) controls how much new information is going to be stored in the current memory cell, and \(o_t\) controls what to output based on the memory cell \(c_t\).
3.3 Proposed Architecture

Our proposed architecture is comprised of four convolutional layers, followed by two LSTM layers and three fully connected dense layers. In Figure 4, we present our proposed architecture. The input to the networks is the CWT representations obtained from the bandpass filtered seismic signal waveforms. A detailed description of data preprocessing is presented in the following section. In each of the four convolutional layers, we use kernels of size 3×3 with a stride of 1×1 and zero paddings. Each convolution layer is followed by a Batch normalization layer, a Rectified Linear Unit (ReLU), and a two-dimensional max-pool layer. In the first two max-pool layers, we use a kernel size of 2×2 with a stride of 2×2. However, in the last convolution layer, we perform max-pooling only along the temporal dimension with a kernel of size 1×2 and stride of 1×2. The first convolutional layer has eight filters, and we double the filter number on each subsequent convolutional layer to keep the number of parameters in each convolutional layer the same as we reduce the input image size by half after each convolution layer due to max-pooling.

The output from the final convolution layer is then passed into the LSTM layers preserving the temporal order. The first LSTM layer consists of 32 hidden units and the second LSTM layer consists of 16 hidden units. We use sigmoid and tanh as the recurrent and output activation function of the LSTM correspondingly. We use a 50% recurrent dropout in the LSTM layers. Both LSTM layers are unrolled for 15 steps as the input feature map to the LSTM has a temporal dimension of fifteen. Both LSTM layers return sequences in each unrolling step. These sequences are flattened before feeding into the dense layers. We stack three dense layers, each with 64, 32, and 6 hidden units consecutively. Each of the dense layers are preceded by Batch normalization and ReLU activation functions with a 20% dropout rate. We use the softmax activation function in the final dense layer to obtain output probabilities for each phase-type.

4 EXPERIMENTS AND RESULTS

In this section, we perform experimental analysis on real seismic data to show the effectiveness of our proposed method in comparison with existing baseline methods.

4.1 Dataset Description

The dataset is curated from 10 years of continuous seismic data collected at the 155 stations of the IMS. These consist of 46 primary stations, 24 of them were arrays, and 105 auxiliary stations, 98 of which are 3-component stations. The dataset includes 80 TB uncompressed of seismic waveforms and the comprehensive IMS catalog, with arrival times and phase labels curated by human analysts for over 8 million seismic event detections. This dataset includes the comprehensive IMS catalog, with arrival times and phase labels curated by human analysts for over 8 million seismic event detections. From these 8M seismic events, we filtered out 175K fine-grained seismic phase labeled data. However, among these, the P-phase was predominant, with 128,120 occurrences, while the S-phase had only 1,306 occurrences. To ensure a balanced dataset between crustal, regional, and teleseismic compressional and transverse phase (i.e., Pg, Lg, Pn, Sn, P, and S), we used all labeled S-phases and randomly sampled around 2,500 waveforms from each of the other phases, for a total of 16,304 phases. As the spectro-temporal features of all the phases are highly nuanced, no data augmentation was performed to maintain integrity for practical application scenarios.

4.2 Data Prepossessing.

Our raw input data are 60 seconds long three-channel time-series, sampled at 40 Hz. Following conventional seismic signal pre-processing techniques, we filter the waveform from each channel (0.4 Hz to 10 Hz). As these seismic signals were generated by events of different magnitude and recorded at stations spread across the globe, the amplitude is not relevant to phase identification in this first step. We first detrend each sample and remove the mean. We then max-normalize the data across each-channel, thus retaining the relative amplitudes among components of a station. Afterward, use the CWT to obtain spectral-temporal features representation.

4.2.1 Baseline Methods. In order to validate the performance of our method we have compared our method with the following baseline methods.

- **XGBoost** (XGB) [4]: XGBoost is an optimized ensemble based model that has produced state-of-the-art methods for many classification tasks. We convert the multi-dimensional CWT representations into one-dimensional features as input for XGB. Afterward, we perform standardization across each feature dimension.
- **MLP** [12]: Multi Layer Perception (MLP) is a feed-forward neural network. We use a two-layer MLP with the same input feature as XGB.
- **CNN** [7]: CNN based methods have been previously used in related seismic signal classification tasks. In [7], a CNN based method has been used for two-class phase classification. We use the same CNN architecture used in this paper to compare against our method.
- **LSTM** [14]: LSTM methods are highly suitable for temporal data modeling and have produced state of the art accuracy in many time series classification tasks. We use the most popular stacked LSTM architecture for comparison. The final output is fed into a fully connected layer to generate output label.
- **CRED** [25]: In [25], a ResNet-BiLSTM architecture has been proposed for seismic event detection where it achieved state-of-the-art performance. We use the same architecture for our phase identification task.

4.3 Experimental Settings.

The hyper-parameters of the model were selected empirically by grid-search on the validation set. We use the Adam optimizer [17] with an initial learning rate of 0.01 and with parameters $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 10^{-8}$. We apply $L_2$ regularization with $\lambda = 0.001$, and we use categorical cross-entropy [11] as the loss function.
with a training batch size of 256. The XGBoost model was trained until convergence. The neural network models were trained for a maximum of 200 epochs with early stopping on the validation set.

We use 10-fold cross validation to measure the performance of our method, and report the average. In each fold, we use 80% of the data for training, 10% for validation and 10% for testing. We perform random stratification to ensure class balance in the training-validation-test split. All the experiments were performed on a core i5 2.70 GHz desktop computer with 8GB NVIDIA GeForce GTX-1070 GPU.

### 4.3.1 Evaluation Metrics

In our experiments, following conventional practices for classification tasks, we use accuracy as the primary performance metric. However, as there are minor class imbalances in the dataset, we also calculate macro (calculated individually for each class and averaged afterward) precision, recall, and F1-score [5]. Precision, recall, and F1-score are calculated based on true-positive(TP), false-positive(FP), and false-negative(FN) values using the following formulas.

\[
\text{precision} = \frac{TP}{TP + FP} \quad \text{recall} = \frac{TP}{TP + FN} \\
F - \text{score} = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

### 4.4 Results

In Table 1, we report the performance of our method in comparison with the baseline methods, where the highest performance for each metric is cyan colored. We observe that FASER consistently outperforms all the baseline methods across all performance metrics. To closely probe the performance of FASER across each class, in Figure 5(left), we show the confusion matrix for the test cases of a randomly split 80-10-10 train-validation-test scenario. It is noticeable that the majority of classification error is within the sub-classes of compressional (P, Pg, Pn) and transverse (S, Sn, Sg) waves. This performance is in coherence with the intuitive notion of similar spectral-temporal features within both broader classes.

In Figure 5(right), we plot the t-SNE visualization [21] of the same 10% test cases considering the activation values of the last layer before the prediction layer as deep embedding [35]. The compressional and transverse wave signal samples are well separated in the deep embedding space with high-margin with only a few mispositioned overlaps. However, as the spectral-temporal features within the sub-classes of transverse and compressional waves are often overlapping, we notice soft-boundaries among the intra-sub-classes along with higher overlaps among the samples. Although the separation among finer-phase types is not well-established, it is evident from this embedding projection that our proposed method is adept at learning higher-order separable representations.

### 5 CASE STUDY: NOVEL OPERATING CONDITIONS

In this section, we demonstrate practical use cases for our developed method in real-world applications when various novel scenarios emerge. In particular, we consider the following two novel scenarios: (1) If a monitoring agency adds a new station at a new location, will our method work without any calibration? (2) If new seismic sources occur in historically aseismic regions, will our method identify novel arrivals from a new source?
The nearest neighbor classifier that compares a test image with all convolutional layers in our architecture extract local features from the images, unlike relying on a global one-to-one alignment of the images in the Euclidean space, as in the case of the nearest neighbor classifier.

The achieved accuracy of 72% for the majority of the station is significant for the IMS processing pipeline, as IDC analysts relabel 62% of the initial phases detected by the current automated algorithm. Moreover, only 38% of the initial phases remain the same, indicating that the initial phases are correct with 38% accuracy. FASER almost doubles the accuracy for a novel station of the current system’s phase identification accuracy for an existing station. We show the held-out performance at each station in Figure 7(left).

Most earthquakes originate along fault lines, while the rest of the earth is quieter. Novel seismicity in previously undocumented areas is intriguing. Hence, we evaluate our model by holding out regions of the earth for testing. For each held-out region, we train our model with data from the rest of the world and test the performance of our model on seismic events in that region. For this experiment, we divide the earth into 12× 12-degree grids. If a grid cell is not seismically active (i.e., not enough data), we exclude the region from testing. In Figure 7(right), we show the world map where the shaded grid cells are held out, one at a time. The average hold-out accuracy is 77.27%, with a standard deviation of 4.13%. More importantly, this suggests that our model is well suited for novel seismicity with little or no prior recorded events. We test on 46 cells of the 12×12 degree grids, which cover most of the known seismic events recorded at the NEIC (National Earthquake Information Center) for a three year period.

6 CONCLUSION

In this paper, we present a method to perform fine-grained seismic phase identification, which can be readily integrated into existing seismic signal processing pipelines. As seismology evolves into a big-data-driven science, deep learning methods are becoming an indispensable part of next-generation seismic monitoring systems. This work shows a practical example of integrating deep-learning methods in an existing semi-autonomous system to achieve complete autonomy. We demonstrate empirical evaluation of our method with a real-world dataset where it outperforms existing methods. Our method reduces the dependency on using array-based methods, which inhibits precise monitoring for regions with limited monitoring stations. It also reduces the dependency on large-collections of manually curated template sets and presents the opportunity of using transfer-learning for stations with limited labeled data. Due to the minimal preprocessing requirements and faster prediction generation, it is highly suitable for a real-time monitoring pipeline. In the future, with the use of larger datasets, more complex models would produce higher accuracy as well as better generalizability. Moreover, the introduction of interpretable models would be highly suitable for downstream analysis.
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We hold out shaded regions. Average hold-out accuracy across shaded regions is 77.27%, with a standard deviation of 4.13%, suggesting model efficacy at novel source regions.

Figure (7) (Left) Testing with held-out stations. Each dot is an IMS station. The color bar shows held-out accuracy for a station. (Right) Testing with held-out regions. Each red dot is an event recorded at the NEIC (National Earthquake Information Center).

We hold out shaded regions. Average hold-out accuracy across shaded regions is 77.27%, with a standard deviation of 4.13%, suggesting model efficacy at novel source regions.