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Abstract

We propose a new way of implementing a biomolecular compnattire labo-
ratory, using deoxyribozyme logic gates inside a microftuidaction chamber. We
build upon our previous work, which simulated the operatiba deoxyribozyme-
based flip-flop and oscillator in a continuous stirred-tagdetor (CSTR); unfortu-
nately, using these logic gates in a laboratory-size CSTtBagxpensive because
the reagent volume is too large. For a realistic microfludBsign, the properties
of microfluidic flow and mixing have to be taken into accounte déscribe the
differences between a macrofluidic system such as the CSdRharmicrofluidic
setting. Liquid in a microfluidic setting exhibits laminaowl, and is more difficult
to mix than in the CSTR. We use a rotary mixer, and examine hoparates so that
we may properly model it. We discuss the details of our mixaugation, includ-
ing our diffusion model. We discuss why having discrete phasf influx/efflux
(“charging”) and mixing is a necessary, and how it changeskthetics of the sys-
tem. We then show the result of simulating both a flip-flop an@scillator inside
our rotary mixing chamber, and discuss the differencessalte from the CSTR
simulation.

1 Introduction

Deoxyribozymes (nucleic acid enzymes) may be used as lagesgwhich trans-
form input signals, denoted by a high concentration of sabstmolecules, into



output signals, which are represented by product created Wie deoxyribozyme
gate cleaves a substrate molecule [SMS02]. In this fasmunlecular devices
have been created in the laboratory that function as a kakka[SS03a] and a
tic-tac-toe automaton [SS03b]. Furthermore, first expents have demonstrated
the linking of the output of certain deoxyribozyme gateshe input of others,
which opens the prospect of creating complex logic [$8K].

However, these gates have so far only been used in the labprnat very
small quantities, and, quite significantly, only in closedgtors. This is due to
the expense involved in purchasing large amounts of gateculas and the sub-
strates that act as their input. Performing experiments thi¢se gates in closed
reactor systems has the major drawback of limiting theirabéjy to one-shot
computation. Previously, we have simulated multiple ggteration in an open,
continuous-influx stirred tank reactor (CSTR), and haveashthe design of a
flip-flop in this setting [MSMSO04] as well as an oscillator. fdriunately, no such
open reactor experiment has been performed, owing to tedsht costs.

We propose a microfluidic system whereby these open reaxparienents
may actually be performed in the laboratory at a modest costaterials and
apparatus. We analyze and simulate a molecular flip-flop aodlator in a mi-
crofluidic setting. The reaction kinetics of the flip-flop av&tillator in the CSTR
have already been examined in detail. Our simulation cratigese kinetics by
making the influx and homogeneity of the system time-depeindarying ac-
cording to our simulation of a microfluidic mixer, which ddeb as the reaction
chamber.

The extremely small volume of a microfluidic reaction chan(bers is 7.54 nL)
compared to a CSTR (50 mL or more) means that the same or ebstast
tially greater concentrations of oligonucleotide gated anbstrates can be ob-
tained within the chamber even with a vastly smaller amotigate and substrate
molecules. This means that the expense of an open-reagierigent (mostly
determined by the amount of substance used—and that irccthdesubstrates,
the products, and the gates) can be reduced by several ofdeegnitude, and
be made reasonable. In addition to reducing expense anebthenabling real-
life open-reactor experiments, our approach has numerhes anique advan-
tages, including a vast decrease in the time needed to peldgic operations, the
possibility of keeping gates inside a chamber (allowingde-fabricated cham-
bers, each implementing a certain type of logic), and thétyalbo link reaction
chambers together with externally-controlled valves ®ate exceedingly com-
plex logic, where channels between chambers could evendignael to mimic
capillaries connecting living cells in which computatioraynbe taking placén
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vivo at some point in the future. In fact, we consider our micrailtisetting to
be the proving ground for deoxyribozyme logic gate circtotsmedical applica-
tions.

2 The Chemical Kinetics of Deoxyribozyme Gate Net-
works

The four chemical components present in our reactor ardsngates, substrates,
and products. All of these components are oligonucleotifies gates are deoxy-
ribozyme molecules, and under certain input conditiong #re active [SMS02].
When a gate becomes active, it cleaves substrate moleaule®ate product
molecules. In more technical terms, the enzymatic (actoag is a phospho-
diesterase: it catalyzes an oligonucleotide cleavageiogac Input molecules
can either activate or deactivate a gate. The effect thattecpiar type of in-
put molecule has on a gate defines its function. For instamea@nple inverter,
or NOT gate, will be active, and cleave substrate to produce ptoduadtl an in-
put molecule binds to it, making it inactive. The concentratof product in the
system is the output signal of the gate, where a high coratmtrof product is
read as true and a low concentration is read as false (the isame for high
or low input concentrations). Thus, for theT gate example, the concentration
of product in the system becomes high when there is no inplibacomes low
when input molecules are added, as the input moleculesidai@call of the gate
molecules and product is no longer being cleaved from satiestiThis example
of theNOT gate’s operation depends on its being in an open reactoe\ew-if

it is in a closed reactor, the product concentration canmgodrom high to low,
but in an open reactor, product is always being removed flarsystem as part
of the system’s efflux.

In order to model the operation of these logic gates, we maistddl informed
of their basic chemical kinetics. The kinetics of thes gate have been thor-
oughly examined [MSMSO04], and we use those results herehignetxamina-
tion, it is assumed that the bonding between gate and inpleaules is instan-
taneous and complete, since it is known that the cleavageepatation of the
substrate molecules into product molecules is the slowleiteoreactions, and
thus is the rate-limiting process. The rate at which pro@ptoduced by a gate
is ‘é—f = BSG,, whereP is the product concentratiof, is the reaction rate con-
stant,Sis the substrate concentration, &Bgdis the concentration of active gates.



It has been empirically determined that the reaction ratestamt for theres gate
is approximately3 = 5-10~'nM~1s~1. This value will be assumed as the reac-
tion rate for all deoxyribozyme gates mentioned herein.

The chemical kinetics of an entire system of gates, sulestranputs, and
products in an open, microfluidic reactor can be modelleth wiset of coupled
differential equations. An example is the case of the imredrNOT gate, where
the set of equations is:

dG  G™(T)—-E(T)G(T)

at v
dl _ I™(T) —E(T)I(T)
daT — Vv
e — BHm)ST)max0.6(T) ~1(7)) - ERT)
ds SN(T) E(T)S(T)
& grm)sim)maxo,6(r) - 1(1)) - EAD

wherel™, G™, andS" are the rates of molar influx of the respective chemical
speciesy is the volume of the reactoE(T) is the rate of volume effluxg is
the reaction rate constant, aHdT) is a number representing the volume fraction
of the reaction chamber that is homogeneous at im&he influx and efflux of
the reactor are time-dependent, because the reactor nogst aff its input and
output periodically in order to mix its contentgide infrg). The variableH (T)

is needed because in a microfluidic system we cannot assatéhcontents of
the reactor are always perfectly mixed. New substrate thaes into the system
during the period of influx must be mixed before it may rea¢hwhe gates in the
system. This allows for separate influx streams for new gatesfor substrates
and input molecules. It also allows for the possibility thatv gates never enter
or leave the system at all; instead, they could be attachbdads which cannot
escape semi-permeable membranes at the entrances anid éix@éschamber. In
either case, only the portion of the total substrate in thendber that has been
mixed with the solution containing the gates may react. eei$ics of how the
efflux and the homogeneity of the system are calculated ameissed in the next
section.



3 Microfluidics

In order to simulate an open microfluidic reaction systemnwsest first analyze
the properties of such a system. First, and most obviousysize of a microflu-
idic reaction chamber is dramatically small compared tosilze of a more con-
ventional open reaction chamber, such as a CSTR. The voldiriie smallest
CSTR that can be readily assembled is on the order of 50 mLpf@wious work
used 500 mL), while the volume of a microfluidic reaction chamis often on
the order of 5 nL—a difference of seven orders of magnitude rBaction cham-
ber we chose for our simulation has a volume of 7.54 nL. Thig seall volume
allows us to have very high concentrations of gate, sulestimaput, and product
molecules, while keeping the actual number of moleculebearsiyystem low.

Fluid flow in microfluidic channels and reaction chambergfiecent from the
flow in a large-scale system because of the very small volumves/ed. Namely,
the flow is invariably laminar, i.e., there is almost no tudmce (the Reynolds
number of the flowing liquids is typically well below 100). iBhpresents a pe-
culiar challenge: two fluids flowing side by side in a micraflicichannel do not
mix except by diffusion, which is a very slow process, butflbh&l already in an
open reaction chamber must mix quickly with new fluid flowingpithe chamber,
which contains new supplies of substrates, inputs, anggatallow the reaction
to continue. This necessitates the use of an active micdoflmixer for our reac-
tion chamber, to speed up the mixing of the fluids greatly oa@mal mixing by
diffusion.

We have chosen a microfluidic rotary pump to act as our opeastiogecham-
ber [CUQO1]. This device is an active mixer, mixing the santwithin it by
pumping it in a circular loop. The design of the device is shaw Figure 1.
It consists of a bottom layer with fluid channels, and a topefayith pneu-
matic actuation channels. Both layers are fabricated withilayer soft lithogra-
phy [UCT"00]. One input channel in the bottom layer is used for sutestiad
input influx, while the other channel is used for gate influkistseparation is to
keep the substrate and gates from reacting before they Imd@eed the reaction
chamber. The pneumatic actuation channels on the top layer microvalves
wherever they intersect with the fluid channels on the botimyer. A valve is
closed when the air channel is pressurized and open whemdtisThe actual
reaction chamber is the central loop in the diagram. Aatggtihe valves around
the perimeter of the loop in a certain sequence peristijtipamps the fluid in-
side either clockwise or counterclockwise. The frequericgaduation controls
the speed at which the fluid rotates.



Continuous-flow mixing is possible with this reaction chamkbut it is not
feasible for our purposes for two reasons. The first is tratlxer does not com-
pletely mix objects with relatively high diffusion constansuch as very large
molecules and um beads, when the flow is continuous. Even if sufficient mix-
ing of oligonucleotide molecules of the size we currentlg gsuld be achieved
by using a low flow rate or widening and lengthening the mix@apl, this is not
conducive to the possibility of attaching gates to beadshabthey may be kept
always in the chamber by using semi-permeable membranesseldond problem
is that the flow rate required for continuous-flow operatiaruld have to be un-
reasonably low, in order to allow the gates involved to paedproduct molecules
faster than they are removed from the system. Thereforemmaiel of the ro-
tary mixing chamber uses two discrete, alternating phasesnflux and efflux,
or “charging” phase, during which the valves at the chaminéraece and exit
are open and the rotary pump is not operating, and a mixingeglturing which
the valves at the entrance and exit of the chamber are closgdha pump is
operating.

substrate & input influx gate influx

—

fluid channel (lower leve
mmm QI channel (upper level)

substrate, input, and product efflux

Figure 1: The rotary mixer. The air channels form microvalweherever they
intersect with the fluid channels.

4 Mixing and Diffusion

Through a combination of factors, the rotary pumping in thigimg chamber
greatly increases the mixing speed over spontaneousidiffu§he parabolic flow
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profile present in the tiny microfluidic channels (the fluidtire middle moves
much faster than the fluid on the very edge, which is statigrnaauses interface
elongation, which, combined with the shallow channel dep#tuses the mixing
substances to fold around one another [CUQO1]. Where omrdsvilfluids being
mixed were completely separated, one in one half of the ckamid the other
in the other half, after sufficient mixing time the width oktbhannel holds many
alternating sections (“folds”) of the two fluids.

We can think of a substance as being completely homogeneds chamber
when enough of that substance has diffused, from the fluichg iw originally,
across a characteristic distahcerhich is the farthest the substance must penetrate
into the second fluid. Initially, we havg = rj, wherer is half the width of
the channel that forms the mixing chamber. This is becauseanweassume that
initially, when there is perhaps one fold in the chamber,tine liquids are side
by side, with one liquid filling up half of the channel and théer filling up the
other half. In order for a substance to be completely mixethis situation, it
must diffuse from its liquid all the way across half the widiithe channel, until
it reaches the far edge of the second solution at the chasnvall. As the mixer
continues running, however, the characteristic distaneewhich the fluids must
diffuse to mix is reduced proportionally to the number oftains, because of the
liquids’ folding around each other. Specifically, we have I,/kt, wherek is a
constant coefficient determined by the total length of tregpland the pumping
speed [CUQO1].

Knowing how the maximum characteristic diffusion distarmtenges over
time, it is possible to model the mixing of the system usingiflusion equa-
tion. We use an equation which models diffusion of a substana fluid that
is extended in all dimensions, where the substance isligitanfined in one di-
mension in the regior-h < x < +h. The regions from-h to —c and from+h to
+oo contain fluid with zero initial concentration of the diffug substance. Sub-
stance is free to diffuse in either direction—solutions rhayfound for negative
and positive values of. The equation is:

C(xt) = 1C {erfzx/_ ef;:/rﬁht}

whereC(x,t) is the concentration of the diffusing substance at locatiand time
t, C, is the concentration initially within the regionh < x < +h, D is the diffu-
sion constant of the diffusing substance, and erf is thaedst@mathematical error
function (erfz = %Tfozexp(—nz)dn) [Cra75]. Because the liquids are folding



around each other, both which bounds the fluid the substance must diffuse out
of, and the farthest distange= h+1 to which it must diffuse, are time-dependent.
We already know thdt=1,/kt, and, since we shall assume that the two fluids have
equal-size folds at any given tiniewe know thah =1.

Figure 2: Folds in a section of the mixer channel.

The only problem with using these equations to model ouryataxer is that
we do not know what the constahis in the equation for the length of diffusion
We do know, however, from empirical evidence [CUQO1], that eertain pump-
ing speed it takes 30 seconds to completely mix a solutiotagang dye with a
solution containing fum beads. We can use this fact to estimatey noting the
value ofk for which the concentration of diffusing beads at the maximmixing
distancd is approximately equal to the concentration of beads in tlueli® of
the fluid containing them originally (at = 0) at timet = 30s. Conservatively,
we choose to focus on the beads for determining when the ftuglsompletely
mixed because they have a diffusion constant that is muchkridkan the dye,
and thus they diffuse much more slowly. The diffusion contstd the beads is
D =2.5-10"2cn?s L. We find that the concentrations are 2% the same when
k= 2. We do not attempt to get the concentrations to be 100% alguit; because
we realize that the diffusion equation becomes less aceatahe boundary con-
dition at the end of the mixing process, since it assumesthafluid extends
infinitely and substance does not diffuse completely duthegduration of the
experiment. Also, it is much safer for our purposes to urgteratek than over-
estimate it, as an underestimate leads to slower mixing;twinas the potential to
disrupt the kinetics of our chemical system. We shall sewjeler, that it does
not disrupt it enough to cause the logic that the gates parfororeak down.

Using our value ok = 2, and the equations for the characteristic length of dif-
fusion and the concentration of a diffusing substance &t tiemd positiorx, we
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can simulate the mixing chamber. There are no beads invohaa experiments;
rather, we are only mixing fluids with gate, substrate, aqiirmolecules. So,
in accordance with the length of our oligonucleotide steanee use the diffusion
constant for a DNA 50-mer, which is&- 10~/ cnés ™1, in our mixing simulation.
The mixing affects the differential equations describing kinetics of the chem-
ical system within the chamber by way f T ), which is a function of time (see
Section 2). This function returns the fraction of the reactchamber which is
mixed. As noted earlier, during an experiment the rotaryemaiternates spend-
ing time in a charging phase, where there is an influx of newtsate, input, and
gate molecules and an efflux of homogeneous solution, andiagnphase, where
the influx and efflux valves are closed and the rotary pumprigetion.

5 AFlip-Flop

Now that we can model the microfluidic mixing chamber, we ninrgtiement in-
teresting logic in it using networks of deoxyribozyme-tzhk®ic gates. Since we
are using an open system, we can create circuits which hasstaat information
that can be accessed and changed over time. The simplestligiteth circuit is
theflip-flop. A flip-flop is a bistable system which represents a singlefamem-
ory. It can be commanded &®tor resetthis bit, which causes it to enter its high
or low stable state, respectively, or to simply storehold, the bit in memory, in
which case it stays in the state that it was last set or reset to

Figure 3: The flip-flop reaction network.

We simulated the operation of a biochemical flip-flop withur smodeled mi-
crofluidic mixing chamber. The flip-flop was implemented aseéwork, shown
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in Figure 3, of two deoxyribozyme-basewT gates connected in a cycle of in-
hibition [MSMSO04]. In this system there is no influx of inputoiacules, only
of substrate molecules. We use the substrate molecules#hes to control the
behavior of the flip-flop. A high concentration of substr&esignifies a set com-
mand, a high concentration of substr&esignifies a reset command, and a high
concentration of both substrates is used as the hold comnTdwedfirst gate(,,
can only cleave substrat, and produces produ&;. The productP;, in turn,
acts as the input molecule for the secovmir gate,G,, inhibiting its operation.
When there is little or nd?;, the second gat&, is active, and it cleaves sub-
strateS, to produce producP,, which acts to inhibit the operation of the first
gate,G;. We measure output from the flip-flop in terms of the concéiainaof
the cleaved produdg,, with high or low concentrations corresponding to a logi-
cal one or zero, respectively. It is apparent that the legalmands of set, reset,
and hold we mentioned earlier will perform correctly withstinhibition cycle,
with certain parameters. If only substr&gis present in the system, only product
P, and noP, will be produced—this corresponds to the reset commandnlif o
S, is in the system, only produd, will be produced—this corresponds to the
set command. However, if bot andS, are in the system, we will stay at what-
ever state we were at previously, because whichever gatengasally producing
more product than the other will inhibit the operation of tither gate, and will
itself become less inhibited as a result, and thus evegtudlll become the only
operating gate—this corresponds to the hold state. Thisatipa requires that
the concentrations of the gates are equal, for symmetryalsodhat the efflux of
the system is not greater than the rate at which the gatesrodnge product, so
product is not being removed faster than it is being created.

The details of this bistable flip-flop system in a CSTR werengxad thor-
oughly in previous work [MSMSO04]. In the case of implemeaqgtthis gate net-
work in a microfluidic rotary mixer, we first defing(T) andS}\(T) to be the
variablemolecularinflux of the substrates at timg, with which the flip-flop is
controlled. The variable molecular influx of gate moleculesich enter the reac-
tor in a separate stream from the substrate and input mekedalgiven by (T)
andGJ\(T). The rate of efflux is given bf(T), and is time-dependent, because
the system only has influx and efflux during its charging phasd not during its
mixing phase. We defin€,(T), G,(T), P,(T), P,(T), S;(T), andS,(T) to be the
concentrations within the reactor at tinhieof gate 1, gate 2, product 1, product 2,
substrate 1, and substrate 2, respectively. We can nowsemréhe dynamics of
the flip-flop system with a set of six coupled differential agons:
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e, _ GI(M) -EMG,(T)

dT Vv
4G, _ GI(M —EMG,(T)
dT vV
% = BH(T)S,(T)max(0,G, (T) — Py(T)) — E(T>\|/31(T)
% = B,H(T)S,(T)max(0,G,(T) — P(T)) — E(T)\;’z(T)
998 _ S0 g (r)s,(T) max0,6,(T) - pym)) - EDHD
9% _FM g ims,mmax0,6,(T) - py(r)) - ED2D)

dT =~ Vv

wheref3; and3, are the reaction rate constantss the volume of the reactor, and
H(T) is the fraction of the substrate molecules in the chambechwvhave been
mixed (these are the only ones available to react).

In order to achieve flip-flop behavior with this system, we trfusd appro-
priate values for the system’s efflux, the mixing rate, areltime spent by the
system in its mixing phase and charging phase. We fix our rsikégh efflux at
0.12nL s L. During the charging phase, the mixer has this high effluxa/aivhile
during the mixing phase, the efflux is 0. The influx of the miiethe same as
the efflux, to maintain constant volume. We fix the mixing tadésed on our em-
pirically determined value for the constdgtwhich directly controls the mixing
speed by determining the number of folds the mixer produt@sgiven amount
of time. This value could be significantly adjusted in rgalitsk simply depends
on the length of the mixing channel and the speed of the pugnpuar value of
k = 2 reflects what we have determined to be one realistic valuth e efflux
and mixing rate fixed, the only variable affecting the operaof the flip-flop is
the time the mixing chamber spends in its charging and mipimases. We find
empirically that it works very well to spend 15 seconds in¢harging phase and
15 seconds in the mixing phase.

With these parameters, Figure 4 shows the system of egsatiomerically
integrated over a period of.4- 10*s. The concentration of each type of gate
molecule in the chamber was held steady at 130 nM, with thescatdr influx
of gates always matching the efflux of gates. We move the syfitem set, to
hold, to reset at B-10%s intervals. The rapid, shallow oscillations in product
concentration are due to the alternating, discrete sextbnharging and mixing
the system experiences.
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Figure 5: The flip-flop operating at its maximum switching epe

Figure 5 shows the flip-flop switching between the set andt es®mands
at its maximum rate of speed. This rate was empirically deitezd to be about
900 seconds given to each command. This is over 65 times faatesimulations
showed the flip-flop’s maximum switching rate to be in the CSYR should also
note that the concentration of substrate within the reaatimamber is a factor
of 10 higher than in the CSTR simulation. Because the volufm&uo mixing
chamber is over 7 orders of magnitude smaller than the volohibe CSTR,
however, and our flow rate is 5 orders of magnitude lower, ¢i@ number of
moles of substrate used in the microfluidic simulation iglydswer than in the
CSTR simulation. In fact, the molecular influx of a high suatd signal is only
about 729fmols™t. Thus, in the span of a2 x 10*s experiment (a little over
three hours), less than two tenths of a nanomole of subssrated.
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6 An Oscillator

If we increase the number of enzymaNOT gates in our microfluidic reaction
chamber to any odd number greater than one, we can createlemmaal oscil-
lator. We will focus on a network of threeoT gates for simplicity. The three
gates are, as before, connected in a cycle of inhibition. &aire three different
substrates, one matching each gate. Each gate cleavebstsage into a unique
product which inhibits one other gate. Gdig cleaves substrat§, to produce
productP;, which acts as input to gatg,, inhibiting it, while gateG, cleavesS,
to produceP,, which inhibits gatés,, and finally gates, cleaves the substrasg
to produceP;, which inhibits gateG,. As before, there will be one input stream
which is a mixed solution containing the three types of sabstmolecules, and
another stream containing fresh gate molecules. The oafphe system will be
a solution containing only substrate and product molecules

We defineG, (T), G,(T), G(T), S(T), S(T), S(T), Py(T), Py(T), and
P;(T) to be the concentrations within the reactor at tifef the gates, substrates,
and products. We defir®](T), G5\(T), G§\(T), S'(T), S)(T), andS;(T) to be
the molecular influx rate of each species which is replemish&ing the charging
phase. We may describe the system dynamics with the folpwine coupled
differential equations:

d6, _ GI(T) -EMG,(T)

a7 v
dG, _ GF(T) —E(MG,(T)
dT vV
dG; _ GI(T) —E(M)G4(T)
dT vV
% = ByH(T)S,(T)max(0, Gy (T) — Py(T)) - Em\flm
9% _ (TS, (1) mant0,6,(T) — py(T) — ST
% = BgH(T)Sy(T) max(0, Gy (T) — Py(T)) — E(T)\'/Dam
(:T? - @ ~BH(T)S,(T)max(0,G, (T) —Py(T)) — E(T)vslm
9% E0 _pumsmmaioc,m - pm)- U0
?T? - @ = B3H(T)Sy(T)max(0,G4(T) — P,(T)) — E<T>V53<T>
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wheref3;, ,, and; are the reaction rate constantsis the volume of the reactor,
E(T) is the time-dependent volumetric efflux, akldT) is the fraction of the
reaction chamber which is homogeneous at time

The conditions under which the oscillator will oscillatedrCSTR have been
examined previously [MSMSO04]. To simplify things, this exaation assumed
that the concentration of substrate molecules in the chambe constant, be-
cause, although these concentrations do oscillate, theeplarays much higher
than the oscillating concentrations of the products. Uslrigyassumption, linear
approximations can be made to explicitly solve the diffiedrequations for the
oscillating product concentrations. These approximatigine us a way to spec-
ify the center and period of the oscillations by setting aprapriate influx of
substrate molecules and an appropriate concentratiort@s.gaur circumstances
differ from the CSTR in that the efflux alternates betweenaoffl on, and the
system is almost never completely homogeneous. We recogmé never less
than 76% of the system is homogeneous at any given time, leswand so it
is reasonable to assume constant, complete homogeneitgoastant efflux, in
order to use the approximations from the CSTR research amtangtpoint for
specifying the period and center of our oscillator.

We set our efflux rate for the charging cycle equal to the rateused for
our flip-flop experiment, A2nLs 1. We use the same period of 15 seconds in
the charging phase and 15 seconds in the mixing phase thkédvarell for the
flip-flop simulation. Based on the efflux rate, we use the lirsggproximations
derived from the CSTR simulation research to calculate #imate for the gate
concentration and substrate influx needed for oscillataineeriod 250 seconds,
centered at uM. We find we should keep each of the gate concentrationsstead
at 1500 nM, while the molecular influx for each substrate &hbe set to 729 x
10-%nM 1. Figure 6 shows the results of integration over a 5000 seperidd
with these initial values. We can see that the actual pesotBD seconds, and
the actual center is close to5juM. The linear approximations were off by about
20% in the CSTR simulation; in our simulation, the periodreation is just over
half the actual period, and the center estimation is off byuatb0%. There are
two reasons for this. One is the fact that we assumed our etikaxand reactor
homogeneity to be constant in order to use the same approgmahat worked
in the CSTR setting. Another, more instrumental reason Sfeom the fact that
reactions happen much more quickly in our microfluidic systeince we have
a much higher concentration of reagents. This causes th@éeanterms that
are not taken into account in the linear approximations twob® much more
prominent. More analysis is required to find a more accurag o specify the
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Figure 6: The oscillator system operating with a period d 4&nd a center of

1.5 uM.

period and center of our oscillations.

7 Related Work

Microfluidics has previously been proposed as a laborataptementation tech-
nique for automating DNA computation algorithms [LLO3, GREMRPS]. It
is even possible to use microfluidics for computational psgs as a purely me-
chanical substrate, i.e., without chemical reactions [CPQYFDK"03,VMMO04].
That fluidics can be used thus has been known for a long timéJF-mPut mi-
crofluidics for the first time offers the potential for buihdj relatively complex

devices [TMQO02, GEQO03,HQO03].

Microfluidic mixing is a difficult problem. While we have ogmtdor the ro-
tary mixing chamber design as one for which modelling theek@s of mixing
is within reach, other designs have been proposed; drbpkstd mixing [PPF03,
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TSLIO3, STIO3] is especially attractive [GSI04]. Analysis mixing remains a
challenging problem [Wig03, SM03]. Related to mixing, ohewing uniform
concentration, is the problem of achieving particular gpamporally nonuniform
concentrations [JD000, DCJWO01, JBD02].

8 Conclusions

Networks of deoxyribozyme-based logic gates can operasenmcrofluidic en-
vironment. This is the first feasible setting in which opeagtor experiments
using these gates may be conducted in the laboratory. Thediate and obvious
advantage of this approach, compared to using a larger agaertor, is a mas-
sive savings of cost and time. Our simulations of a flip-flod an oscillator in
such a setting show that useful microfluidic experimentdccte conducted in
mere hours, rather than the days or weeks it would take toesedts in a large,
continuous-flow stirred tank reactor. Perhaps most adiorgly, the extremely
small volume of a microfluidic reactor means that a threerteaperiment could
cost less than $50 in reagents, even though deoxyribozysedbgates and the
oligonucleotide substrates and inputs which they readt wain cost as much as
$40 per nanomole.

Our microfluidic reaction chambers are also very conducivéding net-
worked together, with control logic outside the system apeg valves on the
channels connecting them. We can investigate the posgibiliattaching gate
molecules to beads, and keeping them within a chamber binglaemi-permeable
membranes at the chamber entrances and exits. With sucteassyse could keep
discrete sections of logic separate from each other wheredeand redirect out-
puts and inputs selectively. This may be especially usétidrtain types of gates
whose logic we wish to connect actually conflict undesirabith each other if
they are placed in the same chamber (by partially bindingatthethers’ input
or substrate molecules, for example). We believe that usiiegofluidic rotary
mixing chambers to implement complex logic with deoxyripore-based gates
in actual laboratory experiments is the first step towardmeitely understanding
their potential, and eventually even deploying them inaittns as complex as
living cells.
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