Change of Basis

Consider a linear transform®, , and its
inverse,P_*, which map a vector back
and forth between its representation in
the standard basis and its representation
In the basiss :

P,
u «— [u
P—l

B

$ .



Change of Basis (contd).

Lets consist ofN basis vectordy;...by.
Since|u], is the representation af in
3 , It follows that

u= (u],); ba-+([u], )b+ ([u], ) bw.

But this is just the matrix vector prod-
uct
u=Blul,

where
B=[by|by... bn].
We see thaP, = B~ andP,* =B.



Similarity Transforms

Now consider a linear transformation rep-
resented in the standard basis by the ma-
trix A. We seekA|,, i.e, the represen-
tation of the corresponding linear trans-
formation in the basis :

u 2 Au
B B
u], 2% [Ad],
The matrix we seek mags|, into [Aul, .
From the above diagram, we see that
this matrix is the composition d3, A,
andB~1:

[A], =B 'AB.

We say thaA and|A|, are related by a
similarity transform.



Diag. of Symmetric Matrices

Because of linearity, one might expect
that a transformation will have an espe-
cially simple representation in the ba-
sis of its eigenvectors; . Let A be its
representation in the standard basis and
let the columns ofX be the eigenvec-
tors of A. ThenX and X" = X1 take
us back and forth between the standard
basis and :

XT

u«— [ul, .
X



Diag. of Symmetric Matrices (contd.)

The matrix we seek maps]| . into [Au], :

u 2 Au
IX o LXT
ul, 5 (AU,
From the above diagram, we see that
this matrix is the composition of, A,
andX':
A =XTAX.
We observe thah is diagonal with\j; =
Ai, the eigenvalue oA associated with
eigenvectory;.



Spectral Thm. for Sym. Matrices

Any symmetricN x N matrix, A, with
N distinct eigenvalues, can be factored
as follows:

A = XAXT

where/A is N x N and diagonalX and
XT areN x N matrices, and thieth col-
umn of X (equal to the-th row of XT)
IS aneigenvector of A:

)\iXi — AX;

with eigenvalue\;; = A;. Note thatx; is
orthogonal tax; wheni # |:

™n s _ J1ifi=]
(XX )ij R { 0 otherwise
In other wordsX X' =1. Consequently,

XT =x1



Spectral Thm. for Sym. Matrices (contd).

Using the definition of matrix product
and the fact thaf\ is diagonal, we can

write A = XAXT as
N

(A)ij = kz (X)itc (XT)kj'
=1
SinceX = [xl\xz\...\xN] andAw = A\

Z Xk )\k Xk

)\kaXk

x
X
Pa

X

Al

||Mz ||Mz|

Where)\ka = AXk.



Spectral Thm. for Sym. Matrices (contd).

The spectral factorization of A is:
A = )\1X1X-{ + )\2X2X-2r + 4 )\NXNX?\_'.

Note that eachx,x! is a rank one ma-
trix. Let A; = Aixix'. Now, because
XX = 1:
)\ixi = ()\iXiXT) X
= AiXi
1.e., X; IS the only eigenvector d&; and
Its only eigenvalue i3;.



Diag. of Non-symmetric Matrices

The situation is more complex when the
transformation is represented by a non-
symmetric matrix,P. Let the columns
of X be P’s right eigenvectors and the
rows of Y T be itsleft eigenvectors. Then
X andY ' = X! take us back and forth
between the standard basis and

YT

u«— [u], .
X



Diag. of Non-symmetric Matrices (contd.)

The matrix we seek maps]|  into [Pu] . :

P
u — Pu

T X LYT
ul, % [Pu],

From the above diagram, we see that
this matrix is the composition of, P,
andY':

N =Y'PX
We observe thah is diagonal with\jj =
Ai, the eigenvalue oP associated with
right eigenvectory;, and left eigenvec-
tor, y;.



Spectral Theorem

Any N x N matrix, P, with N distinct
eigenvalues, can be factored as follows:

P—=XAY'

where/A i1s N x N and diagonalX and
YT areN x N matrices, and thieth col-
umn of X Is aright eigenvector of P:

)\ixi = PX;

with eigenvalue\ij = A; and tha-th row
of YT is aleft eigenvector of P:

Ay =Y P

with the same eigenvalue.



Spectral Theorem (contd.)

Note thatx; is orthogonal toy; when
| £ |t
N s [1lifi=]
(XY )ii =0ij = { 0 otherwise
In other wordsXY ' =1. Consequently,

YT =x-1



Spectral Theorem (contd).

The spectral factorization of P is:
P = A1X1y +A2Xays + - -+ ANXNYR-

Note that eachx,y! is a rank one ma-
trix. Let P, = Aixjy!. Now, because
yix =1:

Aixi = (Aixiyi) X
= PiXi
and
Ayl =y (Axiy)
= Y/ P,

1.e., X; andy; are the sole right and left
eigenvectors oP;. The only eigenvalue
1S )\i-



Stochastic Matrices

If P is stochastic, then

1= Ry
|
Lety'=[11.. 1]. Itfollows that

), => (v')R;

Consequentlyy' is a left eigenvector
with unit eigenvalue of every stochastic
matrix:



Stochastic Matrices (contd.)

What is the representation of an arbi-
trary distributionz, in the basis of eigen-
vectors of an arbitrary stochastic ma-
trix, P?

Z = C1X1+ CoX1+ -+ CyXN = XC.
Solving forc:
c=X1z=Y"2

Sincey; = 1 1 ... 1], it follows that:
C1:ZY1-I} Zj :sz =1
] ]

which is independent of the specifzc
andP!



